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Abstract; Random forest (RF) is a non-parametric technology which was firstly proposed by Leo Breiman and Cutler Adele
in 2001. It was used to deal with the classification and regression problems by gathering a large number of classification
tree, which can improve the prediction accuracy. It was applied in the ecological field in recent years. Predicting the
spatial distribution of landslide hazard was an important way to achieve disaster prevention and mitigation. The landslide
dataset of Shunchang in Fujian province was taken as case to identify the relationship between mountain landslide
occurrence and landslide factors by using RF model and logistic regression (LR) model respectively with landform,
meteorological hydrology, soil and vegetation factors. The applicability of RF on landslide prediction in the southern
mountain of China was tested by procedure of parameter selection and analysis of model accuracy. The result showed that
the goodness of fit of RF was better than that of LR model. The prediction accuracy of RF on the landslide data was
90. 8% , while the prediction accuracy of LR was 81. 8% . The generalization of RF in the study area was better than that of
LR model. The high risk areas and higher risk areas contained 66. 05% of the total landslide, which was predicted by RF,
while that of LR was 63.34% . The result of model comparison revealed that the RF model was superior to LR model on the

mountain landslide prediction in the study area, thus it can be used in the landslide prediction and the division of landslide

danger grade with the sample data. In addition, RF model could be applied to other relevant research.
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0 Introduction

Landslide is one of the most serious geological
hazards in mountain area, and it has become a natural
disaster problem which can not be ignored in the
mountainous area'' >/, Landslide is widely distributed
in the mountainous rural areas of China, causing an
average of nearly one thousand deaths each year.
Landslide has seriously restricted the social and

]

economic development of China®'. Due to the global

climate change, the frequent occurrence of exireme

disasters and the increase of human economic

activities, the occurrence of landslide would be more

[4-5]

serious Based on this situation, researches on

the relationship between the mountain landslide
occurrence and landslide factors, thus realizing the

accurate prediction of regional landslide, are of great
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significance for prediction of the damage degree caused
by landslide'®’ .

Some researchers have studied the spatial prediction
of landslides mainly with the traditional logistic
regression  model'”” ™. With the development of
artificial intelligence, machine learning models are
more widely used in the research of spatial prediction
of landslides''"’. In 2001, BREIMAN and other

1
researchers' '

proposed a new model of machine
learning—random forest model with high learning
ability and prediction accuracy. A few application
cases on the spatial prediction of landslides with the
random forest model have appeared in other countries

12781 but few related applications is

in recent years
reported in China. So far, the random forest model is
mainly used in the medicine, economics, ecology and

other fields'"* ™", Due to the spatial heterogeneity of
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the study area, the conclusion that the superiority of
random forest model in prediction of spatial prediction
of random forest in the mountainous region is still to be
discussed. Shunchang county in Fujian province was
selected as the subject. The research on spatial
prediction of landslides in the study area was carried
out by random forest model and logistic regression
model, and the overall performance of the two models
in the study area was discussed. Based on the analysis
of model fitting results, the adaptability of random
forest model to the prediction of landslide in Shunchang

county was analyzed, so as to provide an important

evidence for further research and decision-making.
1 Materials and methods

1.1 General situation of study area

Shunchang is located in the northwest of Fujian
province (117°29" ~118°14'E, 26°38’' ~27°12'N) ,
which is an important forest district in the south of
China and a bamboo production base in Fujian
province. The climate type of the study area is mid-
subtropical maritime monsoon climate with moderate
temperature and abundant precipitation. Average
annual rainfall is approximately 2 051 mm and annual
average temperature is nearly 19.1°C. Shunchang is
hilly landform, the terrain is from the northeast,
northwest and southwest to the middle of the tilt, the
main type of soil is red soil. Total area of the county is

* and there are 11 villages and

approximately 2 000 km
3 towns, with a total of 4 neighborhood committees and
129 village committees.
1.2 Data sources

Data for research include: (D) The data of spatial
distribution of 1 478 landslide occurrences in the study
area provided by Fujian Science and Technology Key
Project ( Item number 2012N0003 ). (2 The ALOS
multi-spectral remote sensing image data with spatial
resolution of 10-meter level on November 8, 2010 and
November 25, 2010 of Shunchang (Fig. 1). 3 The
digital elevation model ( DEM) of Shunchang with
resolution of 30-meter level provided by Geographic
Data Cloud ( http: // www. gscloud. en/) ( Fig. 2).
(@Rainfall data of the study area provided by the
Shunchang Meteorological Bureau in June, 2010.
1.3 Extraction of landslide factor

Landslide is the product of many kinds of factors in
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Fig. 1 Source imagine and landslides distribution map
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Fig.2 DEM and landslides distribution map of study area

nature, and each factor often has a causal relationship
with each other. The landslide is influenced by the
geographical environment of the area, including
topography, soil environment and plant information.
Generally, landslide disasters are not easy to occur in
the smooth terrain. In the area of undulating terrain,
the earthquakes, rainfall and other events would lead
to landslides easily. In addition, the probability of
landslide is increased with the increase of slope and
elevation. The slope direction affects plant cover and
rainfall path firstly, and then affects the stability of
slope. The vegetation root system can strengthen the
integrity of slope, and rainfall infiltration and slope
sliding can be prevented effectively by the vegetation
on surface of slope. Therefore, the plant coverage is a
significant factor of landslide occurrence. Due to
different levels of porosity of different types of soil, soil
environment could directly affect the stability of slope.
Precipitation is an important external factor that leads
to the sliding of slope. The water pressure caused

81 In addition,

decrease of slope sliding resistance
the closer the soil near water system, the greater
content of water is in the soil. Higher water content
always leads to landslides, therefore, the distance to
the river system is a potential factor of landslides.

In sum, under the same individual conditions, based
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on existing research, with comprehensive consideration
of the natural geographical conditions of the study
area, from the topography ( including the aspect of
slope, elevation, topography, plane curvature, profile
curvature and slope gradient ), meteorological and
hydrological factors ( including rainfall on the day of
landslide, rainfall before 1 d of landslide, rainfall
before 2 d of landslide, distance to water), and soil

vegetation ( NDVI, soil type), totally 12 factors are

selected thematic

in 3 (Fig.1). The
information of landform and geomorphology is extracted

from DEM data. The rainfall of some days before the

landslide is mainly obtained through the inverse

aspects

distance weighted interpolation method in ArcGIS 9. 3

[18]

software' *'. The distance data of water system is used to

calculate the Fuclidean distance of the study area to the
river with ArcGIS 9.3 spatial module. NDVI information
was obtained through ERDAS 9.2 modeling tool.

Tab.1 Source of landslide factors

Types Variables Sources Codes
Aspect DEM ASP
Altitude DEM ELE
Topographic relief DEM DXD
Topographic features
Plan curvature DEM PLC
Profile curvature DEM PRC
Slope DEM SLO
Rainfall on the day of landslide The Meteorological Bureau of Shunchang RAO
Rainfall before 1 d of landslide The Meteorological Bureau of Shunchang RA1
Meteorology and hydrology . . .
’ Rainfall before 2 d of landslide The Meteorological Bureau of Shunchang RA2
Distance to water Topographic map DSX
NDVI Image data of ALOS NDVI
Soil vegetation . . . . .
Soil type 1:250 000 soil type data in Fujian province TRLX

1.4 Model introduction

Logistic regression is a kind of multiple statistical
analysis model, it has been widely used in the
prediction of landslide space. The main idea is to use
the maximum likelihood to construct the relationship
between the predictor variables and results of two-
category, to ensure every point is optimum fitting.
Supposing the probability of landslide occurrence is P,
then the probability of nonoccurrence landslide is (1 —
P). The regression between probability of landslide
variables ( landslide

occurrence and independent

influence factors) is'®’
po 1
L+exp( —(By +B X, +--+B,X,))
where P is probability of landslide; B,

i

(D
is logistic
regression coefficients based on training samples, 1 =
0,1,2,---,m; X, is independent variables, i =0,1,2,
-, m.

Random forest ( RF) model is an algorithm based on
classification and regression tree. The main idea of
random forest model is to extract k sample from the
original training samples by bootstrap sampling, the
size of each sample is consistent with the original

training. And then the samples of each decision tree

are modeled respectively to get & modeling results.
Finally, the final classification results are determined
by voting with the modeling results of all decision
trees' !,

Compared with traditional methods of landslide
prediction ( logistic regression method, support vector
machine, etc. ), random forest model is needless to
check whether the interaction of variables is significant
or not, as got two random sampling, it has a high

degree of tolerance in outlier and noise. Moreover, it is

uneasy to appear over fitting and has accurate

prediction' "’
1.5 Model establishment
Selecting  training samples data for model

establishment before the landslide prediction by using
the quantitative model. In previous studies, the
training samples data usually considered the positive
sample (landslide point data) only, and the influence
of negative samples ( non-landslide point data) on the
prediction of landslide was ignored. The results from
the model of training samples data can not reflect the
mechanism of landslide poperly. To this end, the
ArcGIS 9. 3 software is used to randomly generate the

same number of points as non-landslide points in the
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known landslide points over 100 m. Then, the quality
value of each landslide factor is extracted as positive
samples and negative samples, and the training
samples are selected from total samples ( composed of
positive and negative samples).

In order to reduce the impact of a single sampling
method on the model establishment, the total samples
data (1 478 positive samples and 1 478 negative
samples) were randomly divided into two parts: 60%
of sample data as training sample and 40% of the
sample data as test sample, repeating 5 times of
random division can get 5 groups of different samples.
Then the R statistical software and SPSS software
(Tests 1 ~5) were used to calculate the random forest
and logistic regression model for the 5 groups of
different samples. Finally, the two models of the
significant variables in the 5 trials and the number of
times greater than or equal to 3 times were used as the
fundamental to determine final variables for calculating
the full sample model (Test 6) respectively.

1.6 Model evaluation

The results of logistic regression model are evaluated
by receiver operating characteristic curve ( ROC) of
area under the curve (AUC). Value of AUC is between
0.5 and 1, as it is close to 1, the forecast effect is
getting better, and the model is the best one when it is
1. In addition, the sensitivity and specificity were
calculated on the basis of ROC curve analysis method
that the Youden index can be obtained. The Youden
index is equal to sensitivity plus specificity and minus
1, and then the best critical value can be determined.
According to the critical value, it can be used to judge
the occurrence of landslide, if the probability of
landslide

occurs, but if it is less than critical value, landslide
[20]

landslide is greater than critical value,

does not occur

The effect of random forest model was evaluated by
Kappa coefficient, and the specific calculation formulas
are found in the literature' '’

In order to accurately evaluate the overall

performance of the two models, the spatial distribution

of landslide is

probability of landslide and non landslide points. It is
[22]

obtained by spatial interpolation

pointed out in some researches that favorable
prediction model of landslide space should satisfy two

criteria: (DLandslide hazards should be located in the

high risk area of landslide as much as possible. @The
high risk area of landslide should be as small as
possible in forecast map. According to these, the risk
of landslide occurrence is divided into 4 grades: lower
(0~0.25), low (0.25 ~0.5), high (0.5 ~0.75)
and higher (0.75 ~1). According to the classification
of the danger grade map, the landslide ratio in each
grade area is calculated, and combined with the area of
each risk level to evaluat the generalization ability of

the model.

2 Results and analysis

2.1 Fitting result analysis of logistic regression
model
2.1.1 Diagnosis of multi-collinearity diagnosis
Because of the high correlation between independent
variables in the linear regression model, it may lead to
the failure of model’s prediction function or increase
difficult to estimate the result accurately without
elimination of its correlation. Therefore, multi-
collinearity diagnosing of independent variables and
eliminating the significant variables are necessary
before the model operation. VIF and TOL are wildly
used as common diagnostic indicators. These two
indicators are the inverse of each other. Generally
speaking, when VIF is higher than 10 (i. e. TOLis
less than 0.1)

variables are more serious. Tab. 2 gives the factors

, the multi-collinearity of selected

affecting landslide occurrence figured out by SPSS
21. 0.

Tab.2 Multi-collinearity diagnosis indexes for variables

Variables TOL VIF
RAO 0. 600 1. 667
RAL 0.207 4.839
RA2 0.076 13. 170
ASP 0.978 1.022
ELE 0. 581 1.720
DSX 0. 047 21.375
DXD 0. 041 24.390
NDVI 0.767 1. 304
PLC 0.785 1.275
PRC 0.772 1. 296
SLO 0. 465 2. 151
TRLX 0. 089 11.207

Tab. 2 shows that VIF of “Rainfall before 2 d of

landslide” , " Distance to water” , ” Topographic relief”
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and “soil type” exceeded 10, so these four variables
would  be of
“Rainfall on the day of landslide” , “Rainfall before 1
d of landslide”, “Aspect”, “Aliitude”, “NDVI”,

“Plan curvature” , “Profile curvature” and “slope”

removed. Finally, eight variables

would enter fitting stage of the model.
2.1.2 Analysis of model fitting results

The landslide occurrence in the study areawas
researched and corresponding factors after collinearity
were calculated by logistic regression model. Firstly,
totally 5 training samples were fitted to the model and 5

obtained after 5

experiments. Then the factors which appeared three or

different notable factors are
more times in the experiments would be chosen as
whole sample data to fit the model ( Test 6). The
notable factors in each test are shown in Tab. 3.

The full sample logic regression fitting results of Test 6

Tab.3 Significant factors in logistic regression

model for each experiment data

Factors ~ Test 1 Test2  Test3  Test4  Test5  Test6
RAO Y Y Y Y Y Y
RA1 Y
ASP N
ELE N
NDVI Y
Y
N
N

PLC
PRC
SLO

Z < < =< < Z
-~ Z < << Z
Z 2 < < < 2 =<
e e
Z <K < =< < Z2

Z
Z

N Y

Note: Y indicates that the test is significant, and N indicates that the

test is not significant; the same below.

showed that Cox&Snell R* of model is 0.542,
Nagelkerke R” is 0.723, which indicates the overall
effectiveness of the model is well. It can be known
from the model parameter fitting results ( Tab. 4) that
final model variables are significantly correlated with

landslides at P <0. 01 level.

Tab.4 Fitting results of logistic regression model

Independent variables ~ Regression coefficient Standard error Wals value Degree of freedom Significance level
RAO 8.001 0. 022 17. 021 1 <0.01
ASP -0.007 0. 001 29. 606 1 <0.01
ELE 0.003 0. 001 22.746 1 <0.01
NDVI -12.030 0. 086 19. 361 1 <0.01
PLC -1.286 0. 085 18. 180 1 <0.01
constants 4.843 0.061 13.732 1 <0.01

2.1.3 Model checking

ROC curves of each test are shown in Fig. 3 based

on SPSS software, the AUC value, critical value and

1.0

1.0

prediction rate of each test model are presented in Tab. 5.
The AUC values of tests 1 ~ 6 are 0.872, 0.830,
0.876, 0.849, 0.881 and 0.873, respectively, the
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the

is effective and can be used

results show that model

established

prediction of landslides. In addition, the prediction

logistic  regression

in the

rate of each test group is 81. 7% ~82.8% . The results

are calculated by establishment of model and combined
the optimal critical value with the Youden index

obtained from the prediction rate of each test group.

Tab.5 Testing results of logistic regression model

Parameters Test 1 Test 2 Test 3 Test 4 Test 5 Test 6
AUC value 0. 872 0. 830 0. 876 0. 849 0. 881 0. 873
Critical value 0. 818 0.814 0.816 0. 820 0. 832 0. 823
Prediction rate/% 81.7 82.1 82.0 82.8 82.0 81.8

Note: prediction rate is calculated from 40% of the test samples, the same below.

2.2 Fitting result analysis of random forest model
2.2.1 Selection of model characteristic variables

can be used to select the
which based the
bag data. The landslide

model was studied and the

Random forest models

characteristic variables, is on

minimum error of out
occurrence random forest
corresponding landslide factors are calculated. Firstly,
the model characteristic variables of 5 training samples
were calculated though the program package varSelRF
in R statistical software, and the different significant

The factors which

appeared three or more times in 5 tests would be

factors were obtained from 5 tests.

chosen as whole sample data and fitted model
similarly.
2.2.2  Importance ranking of model characteristic

variables

The random forest model can give the importance of
landslide factors by mean decrease accuracy, which
through disrupting the value of a landslide factor, and
then compared the reduction degree of the random
forest prediction accuracy rate with disruption before.
The importance of factors was increased with the
After

characteristic variables by random forest model, the

increase of reduction degree. selection  of

Tab. 6 Significant factors in random forest model

Factors Test1  Test2  Test3  Test4  Test5  Test6
RAO Y Y Y Y Y

RA1 Y Y N Y N Y
RA2 N N N N N N
ASP Y N N N Y Y
ELE N Y Y Y N Y
DSX N N N N Y N
DXD N Y N N N N
NDVI Y Y Y Y Y Y
PLC Y Y Y Y N Y
PRC N N N N N N
SLO N N Y Y N N
TRLX N Y N N N N

importance of the landslide factors can be got by fitting
training of random forest model through 6 test group
data in experiment ( Fig. 4). From the whole sample
model (Fig.4f) , the most important factor that affectes
the landslide in the study area was NDVI, and
secondly israinfall on the day of landslide ( RAO).
Rainfall before 1 d of landslide (RA1) has the lightest
The effects of NDVI and RAO on the

occurrence of landslides are higher than those of other

influence.

variables from the 6 fitting test results.
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Importance sorting of landslide factors in random forest model
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2.2.3 Model checking

Tab.7 presentes the Kappa coefficients and
prediction rates for each test model in the random forest
algorithm. The results indicates that the Kappa system
coefficient value of tests 1 ~6 are 0.812 6, 0.836 1,
0.834 3, 0.807 2, 0.810 5 and 0.824 7,
respectively. It shows that the fitting effect of random
forest model has good results and it can be used to
predict the landslide space. In addition, it can be
known from the test samples of the prediction rate that
the forecast rate range of each test group is 86. 0% ~
92.1% , which fully indicates that the random forest

model has good generalization ability.

Tab.7 Testing results of random forest model

Test 1 Test2 Test3 Test4 Test5 Test 6

Parameters

Kappa coefficient 0.8126 0.8361 0.8343 0.8072 0.8105 0.8247
Prediction rate/%  88.7 2.1 91.5 86.0 87.9 9.8

2.3 Fitting

regression model and random forest model

results comparison of logistic
2.3.1 Comparative analysis of model prediction
According to the results of model variables, the
prediction accuracy rate of logic regression model and
the random forest model are calculated respectively

(Tab.8).

discrimination rate of the random forest model is higher

Research  shows that the correct
than that of logistic regression model in these 6 tests.
In the training and test samples of the 5 sub samples
(Tests 1 ~5), prediction accuracy rate of the random
forest model is 3.2% ~ 10.9% higher than that of
logistic regression model. But compared with whole
sample, the random forest prediction rate is about

7.7% and 9%
regression model (Test 6). The results show that the

higher than that of the logistic

fitting effect of random forest algorithm is more suitable
for Shunchang landslide of Fujian than the traditional
logistic regression model, which can be used to predict
the landslides occurrence in this area.
2.3.2 Comparative analysis of model generalization
ability

After testing and evaluating the effect of modeling,
the logistic regression model and random forest model
will be used to predict the spatial distribution of
landslide risk in the whole study area based on the
whole sample data and the obtained 2 models based on

ratings system (Fig.5, Fig.6). For each model, the

Tab.8 Prediction accuracy of logistic model and

random forest model

Logistic regression model

Random forest model

Test
Training Test Training Test

group

sample/ % sample/ % sample/ % sample/ %

Test 1 80.2 81.7 91. 1 88.7
Test 2 81.9 82.1 90. 4 92.1
Test 3 80.8 82.0 89.7 91.5
Test 4 83.4 82.8 88.2 86.0
Test 5 81.3 82.0 84.9 87.9
Test 6 82.6 81.8 90.3 90. 8

proportion of landslide and its contribution in the 4

hazardous areas are shown in Tab. 9.

== High risk
0 10  20km wmHigher risk

Fig.5 Landslide susceptibility map based on logistic

regression model

1 Lower risk
? L] Ltv;'| riskk
_— == High ris

10 20km mm Higher risk

Fig.6 Landslide susceptibility map based on random

forest model

As seen from Tab. 9, contribution of risk zoning
predicted by the two models is increased with the
increase of risk level, it shows that the model is
consistent with thehistorical landslide data, and the
model results are consistent with the actually landslide
distribution in the study area. The logistic regression
model predicts that the high risk area and the higher
risk area account for 21.11% of total study area,
which is 21. 02% higher than that of the random forest
model. For the random forest model, the prediction of
the high risk area and the higher risk area contains
66.05% of the total landslide, higher than the logistic
regression model results about 63.34% . Both of the
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random forest model contribution values of the high risk

area are higher risk area is higher than the that of

logistic regression model.

research conclusion, a good landslide space prediction
model not only requires landslide disaster must be
included in high risk area as much as possible but also

requires the prediction of the high risk area of the

According to the above

landslide area as small as possible, which means

ability of random forest model is better than that of

logistic regression model. This result is consistent with

the prediction rate of the 2 models, which further

shows that the prediction performance of the random

forest model is better and can be used to landslide

prediction.

Tab.9 Proportions of landslide and contribution values of different susceptibility classes for two models

Logistic regression model

Random forest model

Levels Area/ Area Landslide Landslide Contribution — Area/ Area Landslide Landslide Contribution
km? ratio/%  quantity/each  ratio/% value km? ratio/%  quantity/each ratio/% value
I (Lower risk) 775.71 38.94 129 8.74 0.22 447.01 22.44 45 3.05 0.14
Il (Low risk) 795.77 39.95 412 27.91 0.70 1126.28 56. 54 456 30.89 0.55
I (High risk) 284.30 14.27 323 21.88 1.53 234.26 16.78 439 29.74 .77
IV(Higher risk) 136.22 6.84 612 41. 46 6.06 84.45 4.24 536 36.31 8.57

Note: in order to eliminate area difference, contribution value is introduced, contribution value is the ratio of landslide ratio to area ratio.

3 Conclusion

(1) Tt can be seen from the model variable selection

results that those five landslide factors, 1.

“NDVI”, “rainfall on the day of landslide” , “ Plan
curvature” , “ Aspect” and “ Altitude” , progress to full

sample of logistic regression model and random forest

model ( Test 6 ). These five landslide factors have

important influence on landslide occurrence.

(2) The prediction results of the model show that

AUC and the Kappa coefficient

value

statisticalsignificance. Among the five samples of the

two models, prediction rate of the random forest model

is 3.2% ~ 10.9%

regression model. In the training and test of the whole
sample, the random forest prediction rate is about
7.7% and 9% higher than that of logistic regression
model. The generalization ability of the model further

proved that the random forest model has superior

prediction effect than the logistic regression model.

(3) The random forest model predicts that the higher
risk area and the high risk area account for 66. 05% of
the totallandslide area and the accuracy is relatively
low. The main reason includes: (DA high threshold of
risk classification system for the research. @ Just
considering topography, meteorology and hydrology,
soil and plant as the main factors, but ignoring
influence of geological conditions, human activities,
social and economic conditions and other potential

factors on landslide that may cause some errors in the

prediction of the model.

have

higher than that of logistic
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Landslide Spatial Prediction Based on Random Forest Model

Yu Kunyong'?  Yao Xiong'” Qiu Qirong’ Liu Jian'?

(1. University Key Laboratory for Geomatics Technology and Optimize Resources Utilization in Fujian Province, Fuzhou 350002, China
2. College of Forestry, Fujian Agriculture and Forestry University, Fuzhou 350002, China
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Abstract: Random forest ( RF) is a non-parametric technology which was firstly proposed by Leo
Breiman and Cutler Adele in 2001. It was used to deal with the classification and regression problems by
gathering a large number of classification tree, which can improve the prediction accuracy. It was applied
in the ecological field in recent years. Predicting the spatial distribution of landslide hazard was an
important way to achieve disaster prevention and mitigation. The landslide dataset of Shunchang in Fujian
Province was taken as case to identify the relationship between mountain landslide occurrence and
landslide factors by using RF model and logistic regression (LR) model respectively with landform,
meteorological hydrology, soil and vegetation factors. The applicability of RF on landslide prediction in
the southern mountain of China was tested by procedure of parameter selection and analysis of model
accuracy. The result showed that the goodness of fit of RF was better than that of LR model. The
prediction accuracy of RF on the landslide data was 90. 8% , while the prediction accuracy of LR was
81.8% . The generalization of RF in the study area was better than that of LR model. The high risk areas
and higher risk areas contained 66. 05% of the total landslide,, which was predicted by RF, while that of
LR was 63.34% . The result of model comparison revealed that the RF model was superior to LR model
on the mountain landslide prediction in the study area, thus it can be used in the landslide prediction and
the division of landslide danger grade with the sample data. In addition, RF model could be applied to
other relevant research.

Key words: landslide; random forest model ; logistic regression model; spatial prediction
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1.1 HREXER
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BEANATHEM B . 5T X8 AT R R
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Fig.1 Source imagine and landslides distribution map

0

of study area
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Fig.2 DEM and landslides distribution map of study area
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T HIT 38 ) UG K SC (LA T B R A 2 R
i OESORAERT L d BRI AR 2 d PR
KRR ) | A g (AL 5 T — R Bl 45 %
TSR ) 3 AT T 12 A AR I SO R
(R 1) Ho e g &8s 8 250 A
DEM 42 B ; ¥ 3 & A il n d Y R TR 2 32 i i
ArcGIS 9. 3 B {4 v i1y [z B 85 /i A4 {7 ( Tverse
distance weighted ,IDW) $eH s Bl 7K & B B B dE )
F ArcGIS 9. 3 75 [R50 5% X 23] Uit 1) IR 1R
BF B, 9 — 1k M 8 48 %% ( Normalized difference
vegetation index, NDVI) & 5 {Z B il 71 ERDAS 9.2
AR T AR

x1 BEETFRIR

Tab.1 Source of landslide factors

Hem A i TR %]
W 1) DEM ASP
i DEM ELE
3 MR DEM DXD
HIE 5 e DEM PLC
) g % DEM PRC
e DEM SLO
TR R A 2 DR R T M B 5R) RAO
TR AT 1 d BERY AL i B4R RAI
REK s - .
YRR 2 d B & B GR RA2
KR M EER B ] DSX
. I3 —fb A Bl R 5L ALOS S %54 NDVI
St HEEA 1:250 000 ¢
+ e m - TRLX

1.4 RBINA
B4 [0 5 ( Logistic regression, LR ) & Y & —
ZICGEIT TR, © T 12 U T T 4 s T
TIMBI S o 3 S SRR A A AR 12 A Ay A o
i 5 TP REIR Z AN KR IR IE R — R I
A o VORI P, WA ¥ 3k R
RESN 1 = Py ORISR P 5 B8 & (T
MR T Z R R
P "1 +exp( = (B, +ﬁ11X1 +o+8,X,)) ()
K BT INGAEATT B A2 W R4,

1=0,1,2,---,m

9 ’ b 9

X, s ,i=1,2,--,m
FEHLAR AR ( Random forest, RF ) A5 7l J& — Fp L
Sy ST . REATLARMRSE Y 1Y 32 2 A i
it B B (bootstrap ) il U AR I 254 bl & 4>

FEAS , HAR A YRR A 2 0 24 5 IR I 2R AR AR
IN—B0 SR TG XN REAS 3 | AT DR SRR A, 1533
ke AL IR BT, B BT A DL SR Y A
3 P AR R I A R R
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TAREAS (RIS ik ) 723 B B vh i 4 1, A
TP R AR B A 37 170 B 3 T ASE 78 e 15 3] 1) 2%
SRAREAR G AR BE I B 2 Bl o Dy ik, AR B
FIHT ArcGIS 9. 3 BRAAE T FIHE B 100 m SRFEALAE
JRCTRIREES A R D AR 0 3, 2 T 4 B0 3 s
AE T S TR DR 0 e R (B B A S TEAE AR TN 67
FEA, I BAREA (i IEREAS RN R AR 2 B 3B
PENGRFEA

R T 9D B — Ry RS AR T 7 A
i , AR S AREA R (1478 S IEREAST 1 478
AMAREA) BEALII 53k 60% O FEAF I 1 S Il A
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175 IBEPLRI 3y, LIAS 3 5 R REAR YL, KRG,
EFE R Geit B EA SPSS 1473 il % 5 AN [] 4
A ZH HEATBERLAR A2 B8 (] AR T3 (il 1 ~
5) o HeJa, DA 2 PR R i AR e S e
PBOR T 85T 3 WO BN 1 e A8 i, 0 dil)
AT RFEAR B (5 6) .
1.6 HEFH

R 5218 TAE R il 2k (Receiver operating
characteristic curve, ROC 12k ) B £k T 1 FH ( Area
under the curve, AUC ) X i i [m] )5 #85 U 2% S E 17 9F
#fro AUCTHA T 0.5 ~1 Z ], Hf i 7 1, 3%
PR EL ) PSR R, 2 AUC B 1 I, R it
RUE— DR AN . 358, 4% ROC £ s)
Mg b oA BURR BE R S B, PISRAG 2088 80, 9%

S R Sy R RE 5 R e E R RN 2 1, T AT

PR S o A LA 3 S0 e 58 T AR i AR
W S A S A, T R B O A 1 I ARE R T
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T SO TPEOY 2 R A S AR RE , AN SO
T8 WIS T R 3 R A R A T 5 (A (B 2
W BICE WA [ A B AL . A BRsEas s g
P e 49 2 ] T 7 s A 2 S U - O R %
PRI REZ W0 TR FER X . QT 1 b i3
i fE R X AT RE /N KA I 2 A D], AR S8 Tl
0 A A A S B R 3 A (O ~ 0.25) (A%
f/£(0.25 ~0.50) . #¢/5 (0.50 ~0.75) . & (0.75 ~
1.00)4 DEEG . MRAERI 5 R Pk S 15
A R DX I N PR S L, 25 45 A I P 25 4 X
PO EE R A AL RE S BEA T R4

2 HBREHH

2.1 ZiEEOAKBAPESERSW
2.1.1 ZEIMLLMEZH

HY T [ml AR v (5 45 5 22 [] 7] REAFAE RSB
FASE O R B FEEARDCOC R, A M LSRR, 25 53
SR ) 0N 21 B 2k 28w 48 SR DAk I A . PRt
e B 2, AT B R 2 LA IS W,
WA W5 LA R i o H R SEZR M2 Wrds b
FEAH 2K K T ( Variance inflation factor, VIF)
HI%E 2 % (Tolerance, TOL) , 1% 2 /4845 1.4 1%L,
— ik, VIF KF 10 (B TOL /T 0. 1) B, 31
TPy 1 2 AL ™ E . AT SPSS 21,0
BT W T 3 e A ) PR SO R AT SRR A
FiRNE 2,

x2 ZEHZMSHER

Tab.2 Multicollinearity diagnosis indexes for variables

A TOL VIF

RAO 0. 600 1. 667
RAI 0.207 4.839
RA2 0. 076 13.170
ASP 0.978 1.022
ELE 0. 581 1.720
DSX 0. 047 21.375
DXD 0. 041 24.390
NDVI 0.767 1.304
PLC 0.785 1.275
PRC 0.772 1.296
SLO 0. 465 2. 151

TRLX 0. 089 11.207

P2 Won, WO 2 d BEN R PR R
B IR R HE2ET 4 R Y VIF KT 10,
P I 4 A AZ AR , e 20 B A 2 R R
TR AR L d R e | R U — (A Bl A
Bl T R YA 8 A R AR
A B BL

2.1.2 BIE AR

AR SORBIFSE X0 3 4 A DR I ) 28 LR P AG 36
Je WA - A T 2 B AR R AR, e 5 ANl
GAEATATRA G, 743 5 YO TP A R Y 235
D7 R B d S Uik B 3 IO DL B
AR T HE A AR AR LU AT L5 (IR 6) , &% 150
PR ER TR 3,

®3 EZEOPERPZXBBEUSHIHEZET
Tab.3 Significant factors in logistic regression

model for each experiment data

SR N . S L R - I

RAO Y Y Y Y Y Y
RAL Y N N Y N N
ASP N Y Y N Y Y
ELE N Y Y Y Y Y
NDVI Y Y Y Y Y Y
PLC Y Y N Y Y Y
PRC N N Y N Y N
SLO N N Y N N N

Y il B E R T N Rl R E RN T,
FET RS 6 AR 1B 4R HG 45 R
IR, ST Cox&Snell R* Fy 0. 542, Nagelkerke R*Hy
0.723 , i BT [ 3 (A R0 R AT, NS RL () 288
PEEERATA (R 4) , mAMBAVE R 5L
A AR S HEFE 0. 01 K | A G,
F4 BEEAERPEER

Tab.4 Fitting results of logistic regression model

BAsR FIARE fREiR2E Wals RA(E HBE BEKTF
RAO 8. 001 0. 022 17. 021 1 <0.01
ASP -0. 007 0. 001 29. 606 1 <0.01
ELE 0. 003 0. 001 22.746 1 <0.01
NDVI -12.030 0. 086 19. 361 1 <0.01
PLC —-1.286 0. 085 18. 180 1 <0.01
A 4.843 0. 061 13.732 1 <0.01

2.1.3 MR

&3 g FH SPSS BRAEAE H 451N B i ROC
M2k, 32 5 M MR IR Y AUC {5 I S8 A
M=, RS AR, K8 1 ~6 (1) AUC {H 535 K
0. 872 0. 830.0. 876 .0. 849 .0. 881 .0. 873, i A< 3¢
ST 12 B Bl AR R S BOR BT, AT T IR
WA RT3 Ak, A ST AR 25 25 4
A5 B ARG FUE T A A I A i T A, 45
RFE], & 0 4y B0 A Y 81.7% ~
82.8% .
2.2 BENZRWEEMIEE RS
2.2.1 BEARVRRIEAS R

W BILAR MR B ] LAREA TR AR A e %, 82
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Fig.3 ROC curves of logistic regression model
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Tab.5 Testing results of logistic regression model

TiH Wil i)k i3 k4 kS WlEe
AUC {8 0.872 0.830 0.876 0.849 0.881 0.873
I FAE 0.818 0.814 0.816 0.820 0.832 0.823
BHR/% 817 821 820 82.8 820 81.8

T USRI T 40% WK I FEA TS A, T IR

HRAG A SR 1R 22 foe /N AT RR A A2 i ) 3 9 . A3
X I DX T8 3 A A ARSI £14) 9 35 PR 7 A T BEATLAR bR
BRI, B8R A R G330 b i 7 P A
varSelRF X 5 NI ZRAEAS JEA TR Y A A1k 728 i 9 1 4
LA S ks oA Rl Y 25 R [RIAETE 5 IR
g B3 UL B i A SRR R AT
P, AP R E Tk 6,
2.2.2  FERVRHEAS i d S

BEATL AR AR A AL AT LS o - 249 o o 5 R I
(Mean decrease accuracy ) 25 Hi ¥ 3% R 7 %) B8 2 P
J¥, B3 o B e — T R I HBUELF T L AR 5 2 A A T
LA BEATLARAR TN oA 4 A e AR B, LR BOR
FRZA TR E SRR . A SCHER I BEHL AR AR
RUHATHE A PR Z 5, 7300 6 Yk 4 44
HEATHEFLARAMAE AL G U 25, 7531 6 IR BEDL AR AR
B S R TR E AR (B 4) o N aFEAR
RIKE (& 41) , 52N RIS DX 3 A= 1) o T 22 1 )
e H— AR R (NDVI) |, R ik AR 2R
KRR i (RAO) , ¥ 3 & AR 1 d A R I 5 (RAL) 52

F6 MBUANWERPZXEBREUSHTHEZETF
Tab.6 Significant factors in random forest model

for each experiment data

My WEml W52 kw3 Wl ulies ke
RAO Y Y Y Y Y Y
RAIL Y Y N Y N Y
RA2 N N N N N N
ASP Y N N N Y Y
ELE N Y Y Y N Y
DSX N N N N Y N
DXD N Y N N N N
NDVI Y Y Y Y Y Y
PLC Y Y Y Y N Y
PRC N N N N N N
SLO N N Y Y N N
TRLX N Y N N N N
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Fig.4 Importance sorting of landslide factors in random forest model
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Tab.7 Testing results of random forest model

TiH HE 1 I 2 W3 W4 mWESs ke
Kappa 7% 0.8126 0.8361 0.8343 0.8072 0.8105 0.8247
W/ % 887 92.1 915 86.0 87.9 90.8
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Tab.8 Prediction accuracy of logistic regression

model and random forest model %
. R[] A A B AL AR MR
YIGREA  KRIREEA  JIGEEA  RREA
iR 1 80.2 81.7 91.1 88.7
X5 2 81.9 82.1 90. 4 92.1
iR 3 80. 8 82.0 89.7 91.5
5 4 83.4 82.8 88.2 86.0
A ) 81.3 82.0 84.9 87.9
iR 6 82.6 81.8 90.3 90. 8
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Fig.5 Landslide susceptibility map based on logistic

regression model
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Fig.6 Landslide susceptibility map based on random
forest model
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Tab.9 Proportions of landslide and contribution values of different susceptibility classes for two models

o 248 ] B 7R WAL 2R Mk )
WAV/km® TR/ % WECE/AS W% STEME AV ke?  EALHL/ % WEMECR/AS WYEH/%  SEkE
1G5 AR 775.71 38.94 129 8.74 0.22 447.01 22.44 45 3.05 0.14
1 6 P A 795.77 39.95 412 27.91 0.70 1126. 28 56. 54 456 30. 89 0.55
fa ke P = 284. 30 14.27 323 21.88 1.53 234.26 16.78 439 29.74 1.77
fEkTEE 136.22 6. 84 612 41. 46 6. 06 84. 45 4.24 536 36. 31 8.57
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