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Abstract: Target detection is the basic work for analyzing the behavior of the cows using video analysis technology. It is
difficult to extract the moving cows accurately and real-timely with the existing target detection methods because of the
complex background environment. In this study, a series of improvement measures were proposed based on Gaussian
mixture model to meet the system requirements. A dynamic background modeling method with penalty factor was proposed
for the mathematical model of the background which can overcome the high model complexity. A two-class classification
algorithm based on chromaticity distortion and brightness distortion was proposed to avoid the influence of the shaded area in
the foreground detection algorithm. Local update method was proposed to avoid missing the target if it stays for a long time.
In order to verify the validity of the algorithm, four evaluation parameters were introduced to test the detection algorithm
including model complexity, false detection rate of foreground, false detection rate of background and processing time.
Experimental results show that model complexity was 50. 85% lower than the classical method. False detection rate of
foreground and false detection rate of background were 18.18% and 7. 52% , which had 19. 50 and 13. 37 percent lower
than the classical Gaussian mixture model. Processing time of average single frame was 29. 25% lower. Statistics indicate

that the algorithm proposed in this study can improve the detection performance and it is an extension to classical Gaussian

mixture model.
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0 Introduction

Intelligent video-surveillance is an important topic

in computer vision, which has been widely used in

precision livestock farming, such as lameness
detection'' * | breath detection’>™®", body condition
score’” "*1 disease surveillance''® and behavioral
analysis'"' ~"*) etc. Perceiving animal information and

behaviors with intelligent video-surveillance system are
fundamental to precision livestock farming. Accurate
and real-time animal targets detecting in complex
environment is the basic premise for information
perceiving.

In recent years, international and domestic
academics had got a number of research results, but
problems still exist. The complex background
environment makes the experiments done under the
harsh terms and usually leads to unsatisfactory results.

Infrared thermography technology had been used to
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avoid environmental impact, but which imposed

[14] 1[15]

costs LI, et a , established the experiment

system with artificial light source in indoor to acquire

stable background. In such conditions, the basic

theory and application methods can accurately
distinguish between target and background. ZHAO, et
al'" | constructed background model by local
background  stitching  method under  complex

environment, which got a good result but difficult to
fulfill continuous inspection. Large animals in livestock
production, such as cows, pigs etc. , usually been
raised out of doors, which has the characteristics of
environmental gradient and mutation, such as the
mutation of lighting equipment state, the gradient of
the sun’ s brightness and angle, the effect of the wind
and birds invasion. All of these cause a lot of obstacles
to distinguish objects and background, which may
make a bad effect to animal behaviors perceiving.

Therefore, it is important and necessary to develop a
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new method which is robust to the farming environment
for accurate and real-time detecting target.
Gaussian mixture model ( GMM )7~ can

fulfill

continuous inspection, but problems still exist in the

establish dynamic  background model to

condition of complex background, such as high
complexity of model and computation, not adaptive to
establish optimal number of components and the
foreground melting problem. The improved methods
had been proposed to solve such problems. For
instance, ZHANG et al'®’| regarded the points with
high relativity in a neighborhood as a “block”, then
modeled the mean of “block” instead of “pixels” to
reduce the algorithm complexity. But that method
caused blurred edges and jagged edges at the expense
of losing useful information for time efficiency. The
contradiction of GMM between veracity and timeliness
is an open problem, and the key is how to distinguish
and eliminate redundant information. LIN, et al'?’,
proposed a screening approach that removed the models
whose weighting are less than the initial value in the
processing of iteration. But the selection of initial value
was still decided by experiment, which is easy to cause
the foreground melting problem with larger initial value
and the dynamic is not obvious with smaller initial
value. In this paper, we studied moving cows under
the complex background environment and proposed a
method to identify the redundant models to speed up
the GMM

information. The proposed methods aim at solving the

iteration without losing any useful
difficulties in target detection under open environment,
the effects of shadows and the foreground melting

problem.

1 Background modeling method

1.1 Problems of GMM in complex background
modeling
Classical GMM construct color distribution model
based on the probability distributions of pixels in time
domain, which have been widely used in intelligent
GMM  establishes M

components ( general 3 —5) of components for each

security and other fields.

pixel. The recent samples collection of one pixel at ¢
= (", 2", - 2" ”). The Gaussian

distribution model for x, is given by

time is X,

M

P(7, i, 001X, , B+F) = Y 7 N(x" i, 02,

m=1

M
(0<’ﬁ:m<15 zﬁ-mzl) (1>

m=1

Where, x, is the recent collected sample at ¢ time; B
and F represent the background pixels and the
foreground pixels; M is the number of Gaussian model;
N(x'" 34, ,0%) is the m-th Gaussian function; 77, is

the weight of the m-th Gaussian function; g, is the

mean of the m-th Gaussian function; &, is the variance
of the m-th Gaussian function.

Because the new sample could be either pixel in
background or pixel in foreground, both B and F are
included in the Eq. (1). When sampling result x, is
( EM)

algorithm'™' is commonly used to search for the

given, the expectation maximization

recursion equation, which is given by .

75:"14_77,;”1 +a<07<n[) _ﬁm) (2>
Bk, 0 (/7)) (6 —pi,) (3)
or—a +ol (a/m, ) [ (2" —1,)’ -] (4)

Where, a is the learning rate to determine the renewal
(1)

m

speed of parameters; o,” is the ownership parameters
to determine whether the sample belongs to the m-th
Gaussian model according to the “3o-principle” or
not.

If new samples belong to the foreground, a new
component will be established with a small weight 7.
Then the weights are updated with Eq. (2),
normalized and sorted descending to insure the weights
sum up to 100%. Finally, the background model is
established by the top 90% of the sum of weights,
given by

B
P 1x, B) = 3 7N, .5 (5)

m=1
b

in which, B =arg mbin ( z 7, >90% )
m=1

Obviously, classical GMM figures out the weight,
the mean and the variance for every pixel with square,
root and exponent arithmetic, which has high algorithm
complexity especially for RGB images with three
channels. In addition, it is lack of theory foundation of
selecting the number of components and intercepting
“90% " as the background model from the total
components.

Dairy farms are usually in the open environment,

which are easy to be affected by environmental factors.
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Besides, in the camera view, the actual required the
number of components in different areas vary. If there
are too small components to describe the background,
it is easy to take the target as background falsely which
is called “under-fitting”. On the contrary, if there are
too many components to describe the background, it is
difficult to avoid the influence from shaky leaves and
shaking camera, which is called “over-fitting” .

In this paper, a stable background is obtained
from a fixed camera. To overcome flaws of classical
GMM under complex background, a self-restriction
method was proposed based on minimum message
length criterion, which can select the number of
components adaptively and remove the redundant
components.

1.2 The

“minimum number of samples”

self-restriction method based on

Assuming that the number of components is fixed,
the weights 7, can be read as the probability of
samples from the m-th component. The weights obey
multinomial distribution in statistic sense, and the

likelihood function is given by :
M
/(. M1x) =lg( I1 7~ )
m=1

M
(0<ﬁm<1, 27%,,,:1) (6)

m=1

Where , n,, is the number of samples belong to the m-th
component.
Then the maximum likelihood estimate follows by
introducing the Lagrange multiplier A to Eq. (6) :
M
%(44)\(2&"1-1)):0 (7)
d m=1

m

m

After getting rid of A we get:

n

T = (8)

m = M
Z nm,
m=1

It can be rewritten in recursion form that is the

Eq. (2). Obviously, in the condition of fixed number
of components, each component will be assigned
several samples saturatedly by the maximum likelihood
estimation, which usually results in error model and
can’ t be adaptive to establish optimal number of
model. A solution is proposed in this paper based on
the truth as follows: the samples collection x, = [ &',

t-1

x'7' - x'""] consist of the background, the target

and the noise, moreover, the number of noise N are far

less than the others.
N for

introduced into the likelihood function, given by,

The constraint factor complexity s

M
st =g ([L#0) )
m=1
Where, N represents the noise from each component

with a small value (e.g.30). Eq.(9) can be

rewritten as:

M

M
4G M) =1 ( I] 7 +1 ( IT 7.

m=1 mel
(10)

Where, the second item on the right side is called the

model complexity constraint, then the maximum

likelihood estimate follows by introducing the Lagrange

multiplier A to Eq. (10) :

(g i 7,-1))=0 (1)

m=1

o

m

After getting rid of A we get:
O ra(ol” —a)y —aN/T  (12)

m

ﬁf,,t+l>‘77%
Where, T is the sample size.
To reduce the model complexity, the model

complexity constraint gives each component N
“ negative-samples ", that is, the weights 7, are
initialized to be negative. When there are enough
samples to “support” the m-th component (n, — N >
0), the weight of the m-th component is going to be
positive. Otherwise, while the “ negative-weight” is
detected, the corresponding component is called “error
component” and been abandoned during the process of
iteration. The improved background updating equation

for GMM is given by
7, +a(o, —,) —aN/T
B H,, +o, (a/m,) (2 -i,,)
ar—0a, +o, (/7)) [ (" -p,)?* -0, ]

(13)
2 Target detection algorithm

The classical GMM is described as follows: the
new sample makes a match between the components
one by one with the “2.50-principle”. If the new
sample is classified as background whenever matches
with any component, the background model is updated
by Eq. (13). Otherwise, the sample is classified as

foreground, then a new component with small weight

and large variance is going to be established to replace
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the original one whose weight is the smallest. The
24-25)

mean of the new component is the pixel value'
While the

environment, the classical algorithm can’ t distinguish

dairy farms are in the open
the shadow from the target. Because the -classical

algorithm is a two-class classification algorithm

constitutionally, and the shadow area usually beyond

the range of “2. 50" which is easy to be misclassified

as foreground. To solve this problem, two features are

selected to evaluate the brightness bias and

chromaticity bias from the shadow. And a two-class

classification algorithm is designed to distinguish

between the target and the shadow. The two features

are given by

Bres = argﬁmin(xRCB ~Bitrs)” =

i T Xlg +Xplp
Mo + e, +
(xp =Bup)” (3¢ =Bue)” (x5 =Buy)’

(15)

Where, By is the mean shift between the sample and

(14)

Dy =

the component; D, is the orthogonal distance between
the sample and the component; x,, x, and x, are the
pixel values of 3-channel images; w,, w, and u, are
the mean of components which are matched by the
current sample.

The more B, close to 1, the more the current
sample close to background, and the rules are given
by .

S (0.5 <Bre <1 and D,y <40Bges)
o F  (Else)
(16)
Where, S is the abbreviation of shadow; F is the
abbreviation of foreground.

Brep locating in the range of 0.5 and 1 means that
the current pixel value is smaller than the mean of
background model. The threshold value of D,, values
which

conforms to the intuitive understanding that shadow is

40 is the relaxation of “ 3o -principle ”,

close to the mean of background model but darker.

In the Eq. (13), « is the learning rate that
determines the renewal speed of background. The large
default value leads to quick background updating that
is easy to misclassify the target from background. On
the contrary, the small default value can’ t reach the

purpose of dynamic modeling. This contradiction is

inevitable relying on adjusting parameters. For
instance, if the cows remain still for a long time, the
algorithm continues training until the target disappear.
A solution is proposed in this paper based on the
relative invariance of cows’ body in moving, which
regards the position of moving cows’ body as the
judgment basis and takes local updating strategy.
A minimum circumscribed rectangle and a maximum
inscribed rectangular are calculated to mark cows in
every frame. When the center distance of inscribed
rectangular between adjacent frames is less than a
threshold value (3 - 5 pixels), the target stops
moving. Then, the areas outside of circumseribed
rectangle are updated, otherwise all areas are updated.
Besides, if the target remains still for more than
50 frames, all areas are updated to avoid failure

detection when the target remains still in the border of

the camera view.
3 Experiments and analysis

Video data were collected on a commercial dairy
farm in Yangling, Shaanxi Province in August 2013.
Side-view images were acquired while cows were
passing through a 2 m wide, 7 m long aisle with a
concrete floor to the water trough. To avoid any
intrusion into the farm’ s routine and interference with
cow traffic, the camera ( DS-2DM1-714 integrated 1P
camera, Hikvision Inc., Hangzhou, China) was
positioned on the supported beam of a feeding shed at a
height of 1.8 m and 35 m away from the alley. The
CCD sensor was paralleled to the corridor, and the
focus length was set to 45 mm to assure that the width
of the field of view was twice of the length of one single
cow. Color video format was set to PAL with frame rate
of 25 frames per second and code rate of 2 048 kb/s at
a resolution of 704 pixel x574 pixel.

To analyze the performance of the algorithm, four
dynamic scenes were used to compare the improved
algorithm with the original one. The dynamic scenes
include 49 226 frames at sunset, 744 frames in a sunny
day, 276 frames on a rainy day and 601 frames at night
with infrared extended sources. Three evaluation
indicators were used, including the target false positive
rate ( Vipr ), the background false positive rate
(Viawpr ) and the processing time (V). Vg is the
belong to the target but

percentage of pixels
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misidentified as the background; Vypp is  the

percentage of pixels belong to the background but

misidentified as the target. And they were calculated as
follows :

A, —A, |

Vippr = T

|F -4,
Vieow =~ x 100% (18)

x 100% (17)

Where, A, is the real target areas segmented manual
through Photoshop. A, is the detected target areas
inside of the minimum circumscribed rectangle. F is
the total detected areas.
3.1 The robustness of environment changes
Detection results of the classical GMM and
improved GMM under different conditions ( sunny day,
rainy day and night) were shown in Fig. 1 from left to
right, including the original image, detection results by
classical GMM and detection results by improved GMM
from top to bottom. Obviously, the improved GMM
detected much more complete targets, especially at
night with single-channel of the priori information
under infrared light source. The experimental results
showed that the improved GMM could model the

background environment accurately.

To analyze the performance of the algorithm, the

R —

changing trends of Vi and Viypr in the process of
sunset were recorded. And 32 frames including the
cows ’  whole body were manually selected. The
changing trends were showed in Figs. 2 and 3. The
average target false positive rate was reduced from
37.68% to 18. 18% and the average background false
positive rate was reduced from 20.89% to 7.52% ,
indicating that the algorithm in this paper was better
than the classical GMM. The background false positive
rate expressed the accuracy of the model to describe
the background. As shown in Fig. 3, the background
false positive rate of classical GMM kept rising,
indicating the poor adaptation to environmental
gradient. But the general trend of improved GMM
leveled off.

As a result, algorithm in this paper showed a
better robustness to environmental gradient and more
accurate detection than the classical GMM.

3.2 Analysis of model complexity

Generally, classical GMM describes a pixel with
3 -5 components. In this paper, five components were
introduced to give a full consideration to the complex
areas. Besides, in order to compare the effect of

constraints, the model complexity was visualized by

Grayscale image, whose pixels were divided into five

____,—T_,ﬂ

(a) Sunny day

(b) Rainy day

(¢) Night

Fig.1 Result of moving cows segmentation
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. t - o =Traditional GMM components and the complexity had the tendency to
60 n ——The proposed algorithm

£ 50 " . . ot decline after the cow walking through, which was

E ‘o.: N r’.\ i . .
E“‘“’ e L"l P ¥ related to the dynamic background modeling.
g Vo ‘ ¥ Comparing with the fixed components ( five-
S Y components) of classical GMM, the minimum model
complexity and the maximum model complexity were

o 10 20

Frame No.

30

Fig.2 Segmentation error of foreground

8} 10
Frame No.

20

Fig.3 Segmentation error of background

As

shown in Fig. 4b, where there were darker, where the

grades to represent the number of components.

complexity were higher. Fig. 4c¢ showed the statistical
histogram of model complexity from where a cow
walked through the camera visual field from left to right
including 744 frames. It is evident from Fig. 4c¢ that

e iaiiit= s S S

B T

(a) Criginal image

L

(b) Complexity of

the model

reduced by 56.3% and 45.4% respectively of all the
744 frames.
made the model complexity reduce by 50.85% on

The introduction of the penalty factor

G'E: 40 -_:_-%21;::;:$l;1}\aﬁigrl1m Ir‘.,‘h average, greatly improved the efficiency of algorithm.
%3“ : \4: What is more, the areas needed five components to
,“E describe were consistent with the target indicating that
8 the improved GMM only eliminated the redundant

model and maximumly retained useful information.

Big improvement can be observed in reducing
processing time after testing 1 875 frames. The average
processing time for single frame reduced by 29.25% ,
from 0.017 1 s t0o 0. 012 1 s and was measured on an

Inter(R) Core(TM) i54200M CPU @2. 50 GHz PC.

It is the foundation of body condition score, lameness

detection etc.

52%

Z

Proportion/%
17
=]

1 2 3 4 5
Mumber of Gaussian model
() Statistical histogram of model complexity

Fig.4 Visual model complexity

3.3 The foreground melting problem

still for 20 s in the position. Fig.5 showed the

detection results of classical GMM and improved

GMM. Obviously, local updating method could solved

To verify the effect of the local updating method to
the foreground melting problem, we selected a video in

which a cow walked into the camera view and stayed the foreground melting problem effectively.

o R g

(a) Original image

(b)) Result from classical GMM

(c) Result from improved GhM

Fig.5 Segmentation result after target staying for a long time
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4 Conclusions

(1) Compared with classical GMM, the average
reduced by 50.85% and the
processing time reduced by 29.25% after introducing

model complexity

the constraint factor.

(2) The designed two-class classification algorithm
based on the brightness bias and chromaticity bias was
feasible to avoid the influence from the shadow. And
the average target false positive rate reduces by
19.50% and the average background false positive rate
reduces by 13.37%.

(3) The local updating method, which makes use
of the relative invariance of cows’ body in moving,

solves the foreground melting problem.
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Real-time Target Detection for Moving Cows Based on
Gaussian Mixture Model

Liu Dong Zhao Kaixuan He Dongjian
(College of Mechanical and Electronic Engineering, Northwest A&F University, Yangling, Shaanxi 712100, China)

Abstract; Target detection is the basic work for analyzing the behavior of the cows using video analysis
technology. It is difficult to extract the moving cows accurately and real-timely with the existing target
detection methods because of the complex background environment. In this study, a series of
improvement measures were proposed based on Gaussian mixture model to meet the system requirements.
A dynamic background modeling method with penalty factor was proposed for the mathematical model of
the background which can overcome the high model complexity. A two-class classification algorithm based
on chromaticity distortion and brightness distortion was proposed to avoid the influence of the shaded area
in the foreground detection algorithm. Local update method was proposed to avoid missing the target if it
stays for a long time. In order to verify the validity of the algorithm, four evaluation parameters were
introduced to test the detection algorithm including model complexity, false detection rate of foreground,
false detection rate of background and processing time. Experimental results show that model complexity
was 50. 85% lower than the classical method. False detection rate of foreground and false detection rate
of background were 18. 18% and 7.52% , which had 19. 50 and 13. 37 percent lower than the classical
Gaussian mixture model. Processing time of average single frame was 29.25% lower. Statistics indicate
that the algorithm proposed in this study can improve the detection performance and it is an extension to
classical Gaussian mixture model.

Key words: moving cows; video analysis; target detection; shadow detection; Gaussian mixture model
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Fig. 1 Result of moving cows segmentation
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