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Abstract: For contactless measurement of pig body dimension andimprovement of pig welfare in the real farm, a pig body

dimension detection system was developed based on machine vision technology. An algorithm based on depth image was

initiated to obtain pig’ s contour, because color or gray image are easily affected by various light and dirty on pig body.

Firstly, two top view images were captured for each pig by using a stereo vision system. Depth image was obtained through

stereo image matching. Depth background subtraction algorithm was used to get pig height data, and pig contour was

calculated through binary height image. Then a corner extraction algorithm based on concave structure was optimized and

simplified to extract four pig head and tail cut points. Then eight pig body dimension measurement key points were

calculated, finally five body dimensions including body length, body width, body height, hip width and hip height were

detected. Automatic software was developed which combines the algorithm above based on LabVIEW development

environment. Three-dimensional detection accuracy of the system was verified by using calibration board in lab, the relative

error of detection were less than 1% within 2 m object distance and view center region has the minimum error. Then the

system was installed in a commercial farm for verification. 32 Landrace pigs’ body dimensions were measured three times

manually and then the system snapped pig's image for estimation. Each pig's five body dimensions were detected three

times. The result showed the detected values of body dimension had relative error of 2% , and absolute error of less than 2

cm. The pig body detection system based on depth image overcomes the problem of light and dirty on pig, and it can be

used to detect pig body dimension contactless in the real pig farm.
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0 Introduction

Pig dimension is an important parameter for
evaluating pig growth and is also a key index for
breeding and evaluation of meat quality!'’. Body
width,  body

circumference etc. have positive correlation with body

length,  body height and chest

mass, and body dimension could be used to estimate

273 Seasoned farmers can estimate pig

body mass
mass with only eyes, however this method cannot be
rapidly replicated and promoted. Machine vision
technology can accurately measure the object shape

[4-5]

information without any contacts Animal warfare

is improved and animal stress caused by traditional
measurement method is avoided'® ™',

A lot researches using machine vision technology to
measure animal body dimension and shape have been

done. The method of using a single camera from one
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side to photograph pig height is a direct way. But pigs
are easy to keep out with each other'" ™"/ it can’t be
used in pig farms. The method with two cameras on
both sides is most used for measuring dairy cow body

MENESATTI

shape which pass a fixed routine'® ™7 "',
et al. '™ developed a portable stereo vision system to
detect sheep’s hip height, chest depth and body
length, however completely manual selection of
measurement points has low efficiency. A pig body
dimension automatic detection and body estimation
system based on stereo vision was developed in our

lab?'.

using pig body measurement points extract algorithm

Eleven body dimensions were measured by

based on concave structure and convex hull analysis.
This system has too many body measurement points and
lower success rate. Using color or gray image to extract
pig contour is hard to adapt various light environment

in piggery. The dirt on pig body and highlight object
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on the ground will cause contour extraction error.
Depth image is also named as range image. It
records distance information between each point in the
view and camera, it can reflect three-dimensional
features on object surface. Extract object contour which
based on depth image can avoid the problem brought
by color close between background and foreground' ™.
Kinect is a customer depth camera. It can quickly
acquire object depth information. However it has some
disadvantages, such as low image resolution and lower
precision when object distance is beyond 1m. Most
researches use it to study behavior or character''® ™'/,
Different breeding pigs have discrepancy model for
body dimension estimate weight'®'. This article selects
Denmark Landrace as a research object. A stereo
vision hardware is constructed. An algorithm about
detecting pig top view contour is based on depth
image. Filter method for body dimension detection
points is combined, and a pig body detection system is

LabVIEW  development

Detection precision of system is tested in lab, and pig

built on environment.

body detection precision is verified in a real farm.
1 System design

1.1 Hardware system of stereo vision detection
Above the pigsty drinkers, two Basler ( Germany )
acA — 1600 — 20gc cameras were parallelly set up
vertical to the ground. Space between two cameras
optical axis is 115 mm. CCD size is 7. 15 mm X 5.43 mm
with a resolution of 1624 pixels x 1234 pixels, so the
pixel size is 4.4 pm x 4.4 pm. Two Computar
(Japan) H0514 — MP lens with 5 mm fixed focal length
were used. The cameras were set up 2. 5 m above the
ground. Due to fattening pig has 70 c¢cm highest body
height, the public view in height of the swine is
calculated as 2. 46 m x 1. 95 m, which is larger than an
adult pig. A whole pig is covered in one picture. The
public view in height of the swine is described as

w:7z—b (1)

Where w is the length of the view, a is the side length
of CCD, fis the focal length of camera, z is the object
distance, and the baseline b is the distance between
two optical centers of two cameras.

1.1.1 3D detection principle of binocular vision

The principle of binocular vision inspection object

space coordinates is shown in Fig. 1. Points B and C
represent the lens optical center. Point A is a point on
pig back. Points E (x,, y,) and D (x,, y,) are
image points of A on two cameras’ CCD plane. In an
ideal model of binocular vision, two cameras are
placed in parallel, their CCD planes are coplanar and
row aligned, so y, = y,. And d stands for the parallax
of two imaging points, calculated as follows

d=lx, —x,| (2)
Three-dimensional coordinate of pig back point A is

calculated as follows

(3)
(4)

(5)

Calculation formula detection accuracy for Ad depth of

point A is"*"

Ar=EA
A (6)

Where Ad represents parallax matching accuracy,

typically uses 1/5 of camera pixel size.
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Fig. 1  Principle of binocular vision

Two cameras are spaced about 115 mm, and pigs’
height range is 40 ~70 ¢cm. Combined with the height
of cameras, theoretically pig detection accuracy is 4. 96 ~
6.75 mm. Considering pig measuring stick has a
detection accuracy of 0.5 em, the theoretical detection
accuracy of the system is acceptable.

1.1.2

Each pig wears a radio frequency identification

Individual identification of pigs

(RFID) electronic tag on its right ear, which meets
the 1SO11784/11785 international standards of animal
frequency identification. A RFID reader was mounted
on the right side of drinker. Limited rails are set up in

the drinking zone, width only allowed a pig enter at
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one time to drink. System hardware structure is shown

in Fig. 2.

5
P e
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Fig.2 Hardware architecture of machine vision system
2. Gigabit LAN switch 3. LAN 4. Main

1. Binocular cameras
server 5. Transform server for serial port to the network 6. RFID

reader 7. RFID ear tag

1.2 Body size detection software

Body dimension detection software is combined with
four parts including image automatically capture, depth
image calculation, pig outline obtained and body
dimension calculations. Automatic image acquisition
and dimension detection were developed in LabVIEW
graphical development platform and the VDM.
1.2.1 Automatic image capture program

Automatic image acquisition program firstly judged
the time, which only captures images in the daytime
When the reader

detected ear number of the drinking pig, two cameras

when pigs have more activities.

simultaneous acquire one image. Then whether the
captured image has been exposed or underexposed
areas is determined. Because the lack of texture pixels
will lead to match failure, pixels depth data can’t be
obtained. First, the entire image is divided into a

x 64 pixels. The

statistical proportion of maximum and minimum values

several areas with 64 pixels

in the image region is calculated. If the ratio exceeds a
set threshold, then the region is considered as
overexposed or underexposed. The threshold value is
0.4 in this study. If all areas are not overexposed or
underexposed, then the two images are saved.
1.2.2 Depth image calculation

Flow of body dimension detection software is shown
as Fig.3. Because two cameras can’ t guarantee
completely parallel in actual installation. The left and
right images need to be corrected according to system
calibration parameters. Left and right image were
corrected to standard parallel images. Next step is
matching left and right images, which means to find

the corresponding projected pixel on the left and right

images of the same object. The difference of X
coordinate around the two image pixels is called
parallax. All points’ parallax is called dense parallax
images. The maximum and minimum parallax could be
determined by combined focal length, camera
parameters and the object distance range of binocular
vision system. Parallax beyond the range is regard as

SGBM ( Semi-global block match )

algorithm proposed by a German scholar Hirchmuller is

valid matches.

used in this study. It uses multi-directions of the one-
dimensional smooth constraint to approximate a two-
dimensional smooth constraint. Result of this algorithm
is comparable with graph cut method and the belief
propagation method, and the efficiency is much higher
than these algorithms. And its implementation process
has a relatively regular structure which makes it easily

1-22]

mapped to the parallel processing platform'® It is

conducive to enhance image matching speed in the

Begin

Read left and right images
and calibrate parameter

future.

Match tmages and caleulate
dense disparity image

Calculate depth image

o ey
Depth image
substraction

Particle filter

Caleulate depth image

12

Caleulate
body contour

Ichd background depth im:igul

s

] | Calculate concave point I

lFi]Lur head and tail cut pointﬁl

s10n

Caleulate body dimension
measurement points

Calculate pig body dimen

Calculate body
dimension

Fig.3 Flow chart of body detection program

After obtaining a dense disparity image, according to
Eq. (3), each pixel’ s depth data corresponding to left
image is calculated. Because there is certain ground
water scattering angle, and precision problems of
equipment installation, camera’s CCD is not always
parallel with the ground plane. Single camera height
will cause height variation'?'. Therefore, this study

first calculate depth data of the ground. Pigs’ height
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information is extracted by subtracting the background
depth image from the foreground depth image, which is
calculated as
H=L-Z (7)
1.2.3 Pig contour extraction
Conventional image processing commonly uses
grayscale or color image to extract pig contour. In
natural lighting piggery, the complex illumination
environment, lots of pig dirt and stains on the ground
will cause pigs contour extraction errors. Fig.4a is the
grayscale image of pig house. Niblack local threshold
binaryzation is used to obtain Fig. 4b. It can be seen
the extracted pigs contour is incomplete. The depth
image of Fig. 4a is Fig. 5a. The method of using depth
image to extract pig contour is insensitive to light and

pig’ s color. The global binary effect of depth image is

shown in Fig. 5b, and the binaryzation ranges from 230

(b) Binary image
Fig.4 Gray image binarization

to 180.

(a) Gray image

(c) Background depth image
Fig.5 Depth image binarization

In Fig. 5b, it’

extracted from depth image binarization is more

s apparent that the pigs contour

complete. And only a part of pixels has close height to

the rail was remained. Therefore background
subtraction is used firstly, using Fig. 5S¢ minus the
foreground depth image Fig. Sa to remove depth data of
static background such like limit railings. Then Fig. 6a
is obtained. Because pig height general locates 30 ~

70 cm, good binary image will be obtained using

proper threshold to binary Fig. 6a, pig outline has been
extracted more completely; however there are some
particles that need some morphological operations.
After particle filtration, the final pig outline is shown

as Fig. 6b.

(a) Subtraction image

(b) Pig body contour

Fig. 6 Binarization of depth subtraction image

1.2.4 Body dimension detection algorithm
This algorithm based on analysis of convex hull for
pig head and tail removing can detect pigtail root and

[2,23] Pig body dimension detecting

ear dividing points
key points were calculated as follows

(1) Calculate the envelope line of pig particle, and
calculate coincident points of envelope and contour.

(2) Calculate envelope length between adjacent
coincidence points, and envelope segments with length
greater than 30 pixels were remained.

(3) Distance d, between contour point and the
envelope line is calculated. The point having maximum
distance is selected as an alternative point for tail root
and ears split point, and the maximum distance is
called depth of the concave (Fig.7).

[FIG

Bl g

Pig contour]

[Evenlope line}

Fig.7 Diagram of concave structure

(4) As the location of drinker is fixed, the
orientation of pig can be easily determined. Using pig
particle minor axis (S) as the dividing line, these
points were split into ears and tail cut candidate
points. Two farthest points from minor axis were
selected as tail root split points. Two nearest points
from minor axis were selected as head split points.

Above algorithm of step (2) uses a pixel parameter,

when the object distance or camera parameters of the

system change, the fixed-pixel filter conditions tend to
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fail. Such as this higher

resolution. The length statistical distribution of the

system have camera
envelope of Fig. 8 is shown in Fig. 9. It could be seen
only a few ears and tails split-point have longer
envelope segments. If filter condition is envelope
segment length greater than 30 pixels, it will result in
an excessive number of segments and bring difficulties
to the subsequent process. However, if the camera has
less pixels, the object distance is larger, or even
envelope is shorter, 30 pixel filter conditions may
cause leakage of the election. As that can be seen from
Fig. 8, there are 10 obvious pig contour corner: 2 on
the tail, 2 on abdomen and buttocks junction, 2 on
abdomen and shoulder joints, 2 on neck, 2 on head
and ears junction. So the scale factor is used as filter
in this study, only the 10 longest line segments of

envelope were selected.

Fig.8 Coincident points between convex hull and pig contour
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Fig.9 Length of convex hull line segment

Step (4) of the algorithm uses the farthest corner
and the nearest corner to select ears and tail root cut
points. When the pig shoulder is wider, the envelope
will coincide with contour in the shoulder, which may
lead to corners of the shoulder and abdomen are chosen
by mistake. To solve this problem, this study proposes
a parameter, called the normalization factor of corner
for pig body proportion ( NFCPBP ),

calculated by distance of corner away from the minor

which is

axis divide half pig particle length (1), as shown in

Fig. 10.

R="" (8)

Due to most fattening pigs need to cut the tail, the
scope of activities pig tail is smaller. The tail length
represents a smaller proportion of the total length of the
body. After testing multiple images, the NFCPBP of
pig tail root generally lies between 0.43 and 0.5, and
pig head activities is large, so the neck split point

coefficient R is generally between 0. 25 to 0. 4.

Fig. 10 Corners of pig body contour

After the above filter processing, the extraction pig
head and tail split points are shown in Fig. 11. Only
five dimensions which are easy to manually verify were
examined in this study. Body dimension measuring
point extraction schematic diagram is shown in Fig. 12.
Firstly, the midpoint of ears split points 1 and 2 is
determined as point 5, and point 12 is midpoint of tail
split points 3 and 4. Pig body length is from point 5 to
point 12. From points 1 or 2, along the major axis
direction of pig particles, rectangle a, is determined
after 1/12 to 1/3 of body length. The maximum width
of contour within the rectangular @, is pig shoulder
width. From points 3 and 4, rectangle b, is determined
forward 1/12 to 1/3 body length distances. The
maximum width of pig contour inside rectangular b, is
hip width. The midpoint of two measurement points for

body wide is body height measurement point; the

Fig. 11

Cut points of pig head and tail
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midpoint of two hip width measurement points is the
hip height measurement point. Formulas for calculating

each body size are shown in Tab. 1.

Fig. 12 Automatic detection of body measurements key points
1,2. Ear cut points 3 ,4. Tail root split points 5. Midpoint of neck
6,7. Measuring points for shoulder 8. Measuring points for body
height  9,10. Measuring points for hip width  11. Measuring points

for hip height 12. Midpoint of tail root

Tab.1 Equation of body size measurement

Measurement
Dimension Description Formula
point
Body s 1 Horizontal i E E
s X5 — % + (ys —
length distance o SERRE
Horizontal
Body width 6,7 ) (w6 —%7)% + (v —97)°
distance
Body ) Vertical
. 8,B8" . Zpg —2g
height distance
o Horizontal
Hip width 9,10 . (29 =%10)” + (9 —¥10)°
distance
Vertical
Height 11,B11 211~
distance

* B means point on background image.

1.3 Verification of the system accuracy
1.3.1 Verification system detection accuracy

To verify the accuracy of the detection system,
calibration plate was used in the lab to carry out X,Y,
7 axis detection accuracy verification at different
distances and different regions. Standard detection
object is a calibration plate with a 10 x 7 matrix of
dots, and the circle center spacing is 4 ecm. Detected
objects is Z-axis height and X Y axis space of circle
center. Distance from camera to the ground is about
192 em.

Calibration board images were collected at 15
different heights with range of 0 ~ 80 cm. Four edge
heights of calibration plate were manual measured and
averaged. About three pairs images were taken to
calculate depth images, X, Y, Z coordinates of dot

center and X-axis, VY-axis spacing of dot center.

Distances between calibration plate point and ground
were extracted through subtract Z-axis distance from
ground depth. All distances were averaged.

The whole view is divided into five regions, which
are upper left, lower left, upper right, lower right and
center. The calibration board images were acquired at
150 ecm away from camera in each region, and the
calculated content is same as above. Three images’
data were averaged in each region.

1.3.2  Measurement accuracy verification of pig
dimension

In 9" fattening house of Tianjin Huikang pig
breeding Litd. , there are 16 Landrace finishing pig
were selected in piggery 6. Pigs are 141 ~ 149 d old.
In June 25 and July 2 of 2014, pigs’ body dimension
data were measured using a measure tape including
body length, body width, body height, hip width and
hip height with 0. 1 ¢cm accuracy. Because pig will in a
state of stress if it is kept in weighing cage, to ensure
accuracy of the measured data, the pig dimension
should be measured in a free state. When pig is
drinking or feeding and its body is in a stable and
straight state, the body dimensions were measured.
The influence of pig body data from different poses is
avoided ™', Each body dimension was measured three
times for average. Each body dimension measurement

position is shown in Tab. 2.

Tab.2 Key points of body measurement

Body dimension Start and end point

Body length

From midpoint of ear root to tail root midpoint

Body width Twowidest points of shoulder
Body height Height of body width
Hip width Twowidest points of hip
Hip height Height of hip height

Pig images which have better depth quality and pig
body is straight without bending were manual selected
from each day pig images. Using body dimension
automatic measurement program, five body dimensions

were detected through average three images’ result.
2 System verification and result analysis

2.1 Detection accuracy results of calibration plate

Detection precision of X, Y, Z axes at different
distance is shown in Fig. 13. Z-axis relative error
decreases as the object distance decreasing. It

basically satisfies the relation between detection
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accuracy and object distance described by detection
accuracy calculation Eq. (6). Mean relative error of X
axis and Y axis detection are both 0.65%. The
maximum relative error distance is 0. 84% at 157 cm
distance, and the minimum relative error is 0. 52% at
120 cm. The average relative error of detection at
Z-axis is 0.34% , and the minimum relative error is
0.09% at 136 cm, the maximum relative error is
0.72% at 146 cm. The system achieves high detection
accuracy. X axis and Y axis detection accuracy have
similar detection errors. Z axis error is generally

smaller than those from the X axis and Y axis.
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Fig. 13 Detection precision at different heights

The detection accuracy of different regions is shown
in Fig. 14. Tt shows that the central field of camera
view has higher detection accuracy, which is consistent
with the lens distortion influence. Therefore pig should
be placed in a central location of view field when
installing cameras, and the distance between camera
and pig should as little as possible, in order to improve

detection accuracy.
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Fig. 14 Detection precision at different areas

2.2 Accuracy results of pigs dimension measure
Image detection error of 32 groups’ body dimension
on June 25 and July 2, 2014 are shown in Fig. 15. The
average absolute errors of all body dimensions are less
than 1.5 em, and most body measurements have errors
less than 3 em. Only parts of the body length and
height hip have high errors. The average detection

error of 5 dimensions is less than 2 em. As shown in
Tab. 3, body width and hip width detection errors are
less than 1 em, but because of smaller magnitudes,
body width and hip width relative errors were 3. 05%
and 2. 25% respectively.

= Body length

o Body width

2 Body height

7 Hip width
- 4 Hip height

02 46 81012141618 202224 2628 3032
Data No.

Fig. 15  Error of body size detection

Tab.3 Average error of body size detection

Body dimension Absolute error/cm Relative error/%

Body length 1.97 +1.45 1.89 +1.37
Body width 0.91 0. 62 3.05£2. 11
Body height 1.43 £1.03 2.58 £1.92
Hip width 0. 66 =0. 61 2.25 £2.04
Hip height 1.28+1.15 2.09 +1.92

2.3 Discussion

It can be seen from Tab.3 that body width’ s
absolute error is higher than the hip width’ s, and body
height has higher absolute error than hip height. It
mainly due to the activities of pig’s head is larger and
and body height

measurement. In this study, although relatively flat pig

easily affecting body width
images were selected, but because pigs like to play
water when drinking and frequently change posture, it
results in body width and body height measurement
errors. It is recommended that a large number of
images during a day are collected and their results are
averaged to get more accurate body dimension data.

In addition, as pig has restless nature, it is difficult
to ensure pig remains stationary and stays standard
posture when snapping a photo or measuring body
dimension. Farmers do not need to detect pigs feet
every moment. The detection frequency of once a day
can meet the requirements. For reducing body mass
should be

developed for strict filtering estimated images to

estimation error, automated program
eliminate the gross error, so a more accurate body

dimension can be extracted.



8 TRANSACTIONS OF THE CHINESE SOCIETY FOR AGRICULTURAL MACHINERY

2016

3 Conclusions

(1) Method wusing background depth image
subtraction to extract pig contour was proposed, it is
proved insensitive to light and dirt on pigs’ back

during farm experiment test.

(2) Key point of body dimension detection
algorithm based on concave analysis was improved.
Relative proportion replaces pixel parameter to filter
envelope line. Using pig body proportion normalization
coefficient of corner points to filter head and tail cut
points, and system availability and stability were
improved.

(3) Laboratory tests showed that three-dimensional
detection relative error of system was less than 1%
within 2 m object distance. A test of 32 groups of 16
pigs in farm showed about 2% average relative error of
body dimension detection. All body size average

detection errors were less than 2 em, the system can

accurately detect pig body dimensions.
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Pig Dimension Detection System Based on Depth Image

Li Zhuo Du Xiaodong Mao Taotao Teng Guanghui
(College of Water Resources and Civil Engineering, China Agricultural University, Beijing 100083, China)

Abstract; For contactless measurement of pig body dimension andimprovement of pig welfare in the real
farm, a pig body dimension detection system was developed based on machine vision technology. An
algorithm based on depth image was initiated to obtain pig’s contour, because color or gray image are
easily affected by various light and dirty on pig body. Firstly, two top view images were captured for each
pig by using a stereo vision system. Depth image was obtained through stereo image matching. Depth
background subtraction algorithm was used to get pig height data, and pig contour was calculated through
binary height image. Then a corner extraction algorithm based on concave structure was optimized and
simplified to extract four pig head and tail cut points. Then eight pig body dimension measurement key
points were calculated, finally five body dimensions including body length, body width, body height, hip
width and hip height were detected. Automatic software was developed which combines the algorithm
above based on LabVIEW development environment. Three-dimensional detection accuracy of the system
was verified by using calibration board in lab, the relative error of detection were less than 1% within 2 m
object distance and view center region has the minimum error. Then the system was installed in a
commercial farm for verification. 32 Landrace pigs’ body dimensions were measured three times manually
and then the system snapped pig's image for estimation. Each pig's five body dimensions were detected
three times. The result showed the detected values of body dimension had relative error of 2% , and absolute
error of less than 2 cm. The pig body detection system based on depth image overcomes the problem of light
and dirty on pig, and it can be used to detect pig body dimension contactless in the real pig farm.

Key words:; pig; dimension; depth image; contactless; detection
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Fig. 6 Binarization of depth subtraction image
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Cut points of pig head and tail
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Tab.3 Average error of body size detection
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