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Abstract: In farmland with complex environment, guidance line recognition of agricultural machinery based on machine
vision is subjected to illumination variation, weed noise, etc. In addition, the conventional path detection algorithms have
the drawbacks of low processing speed and poor anti-interference. The visual navigation path detection under natural
environment was conducted. Firstly, to reduce the influence of illumination changes on the quality of image segmentation,
Cg component was constructed on the base of YCrCh color mode and the 2Cg — Cr — Cb factor was selected to preprocess the
image. Secondly, the clustering segmentation of the image was performed based on improved K-means algorithm to achieve
the respective clusters of soil and green crop information. Then, the weed interference information in the binary image was
eliminated by morphological filtering algorithm so as to obtain the complete and clear crop information. Finally, according to
the characteristics of the crop rows in the image, linear equation constraints of crop rows were established. An algorithm of
crop lines detection based on particle swarm optimization (PSO) was designed. Experiment results showed that the image
segmentation based on 2Cg — Cr — Cb gray image can effectively identify crop from soil background under different
illumination conditions. The segmentation images were less affected by change of illumination and no background noise was
contained. The guidance line recognition method based on PSO can quickly and accurately detect the navigation line.
Furthermore, it had good fitness for different crops and nice adaptability for different crop growth stages in the farmland.
Compared with conventional guidance line recognition algorithms, the designed algorithm had the advantages of high speed
and good robustness.
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0 Introduction

The automatic navigation technology of agricultural
machinery can effectively improve the efficiency of
agricultural production and extend the working hours,
so that the work intensity of agricultural laborer will be

'=2) At present, the research on

significantly reduced '
automatic navigation of agricultural machinery is mainly
focused on machine vision and global positioning

system ( GPS) ™,

vision has the advantages of rich information, non-

Compared with GPS, machine

contact measurement, high real-time and excellent cost

performance, which has become one of the research
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focuses in the field of precision agricultural at home
and abroad.

The key technologies of agricultural machinery
navigation based on machine vision include guidance
line detection and navigation control. Navigation line
recognition is the basis of vision-based navigation of
agricultural machinery. The efficiency and accuracy of
navigation system can be significantly improved by fast
and accurate extraction of guidance line. The changes
of natural light and the performance of guidance line
detection algorithm are the main factors to affect the
identification. In the

navigation line aspect of

illumination variation, literatures [5-9] choose
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different color space and use color factor for image

preprocessing, which can effectively reduce the

influence  of  illumination change on  image

segmentation. In the aspect of navigation line
identification, literatures [ 10 —15] adopted Hough
transforms , least square method, random algorithm and
well-ordered subset method to detect crop lines.
However, these methods have the problems of high
computational complexity, sensitivity to weed noise,
low detection accuracy and poor adaptability, which
can not meet the requirements of precision and real-
time of agricultural machinery navigation system.
Particle swarm optimization ( PSO) algorithm is a

which

employ individual collaboration to find the optimal

kind of intelligent evolutionary algorithm,

solution of the problem. At present, the particle swarm
optimization algorithm is mainly used for obstacle
avoidance and path planning in visual navigation
system, but there is little research on guidance line
recognition. As yet, there is no paper adopting particle
swarm  optimization  algorithm  for crop lines
identification. Literatures [ 16 — 17 ] adopted particle
swarm optimization algorithm to detect lane. The lane
detection algorithm introduced a deformable line model
with road geometry characteristics to describe the road
structure and utilized likelihood density probability for
evaluating how correctly road images match the model.
A posterior probability function was constructed and the
parameters of lane model were optimized by using
particle swarm optimization algorithm. According to the
parameters of lane model, the equation of lane was
obtained. The road is a structured environment and the
lane has regular shape features. However farmland is a
non-structural environment, so that the lane detection
method based on PSO is not suitable for navigation line
identification of agricultural machinery.

This paper mainly focuses on reducing the influence
of illumination variation on image processing and
improving the performance of guidance line detection
algorithm. To improve the adaptability of image
processing to the change of illumination, Cg component
is constructed on the base of YCrCbh color mode and
2Cg — Cr — Cb factor is selected to preprocess the
image. In order to increase the real-time and accuracy

of guidance line recognition, a new algorithm based on

particle swarm optimization algorithm is proposed to

detect crop lines. According to the features of crop
rows in the image, a constraint model for crop linear
equation is established. Particle swarm optimization
algorithm is adopted to search the optimal crop lines on
the basis of constraint model, and then the guidance

line is calculated.
1 Image preprocessing

Image preprocessing is the process of converting
color images into gray images under a specific color
space and the choice of color space has an important
influence on the following image processing. At
present, the commonly used color spaces are RGB,
HIS and YCrCh. The RGB color space contains R
(red), G (green), B (blue) three color channels,
which have a strong correlation and are sensitive to the
change of brightness. Therefore, the RGB color space
is not suitable for processing the image under
illumination change conditions. The HIS color space
consists of three components, which are hue,
saturation and intensity. H component is unsusceptible
to illumination variation and can identify objects in
different colors, so it is more suitable for processing
images that are sensitive to illumination changes. But
the transform between H component and RGB color
space is nonlinear, which is easy to cause the image

distortion' " .

The YCrCb color space, also known as
YUV color space, is a kind of encoding method used
for color TV signal transmission. Y is the luminance
component and Cb and Cr are the blue-difference and
red-difference chrominance components. In particular,
Cb is proportional to B — Y and Cr is proportional to
R_ ylo-20

chrominance, YCrCb color space is more suitable for

Due to the separation of luminance and

processing images that are sensitive to illumination
changes.

Green component plays a very important role in
farmland image, but YCrCb color space is short of the
chrominance that describes the difference between
green component and luminance. Therefore, in this
paper, the Cg component that is proportional to B — Y
is introduced to describe the features of green crop
mode. A 2Cg — Cr — Cb factor is constructed to
preprocess the crop image.

The conversion formula between RGB and YCrCb is

shown in formula (1).
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Y 0 0.299 0. 587 0.114 IR As can be seen from the formula (3), the transform
Ch =128 |+| -0.169 -0.331 0.5 G relationship between Cg and R, G, B is linear, which
Cr 128 0.5 ~0.419 -0.081JLB has the advantages of simple calculation and high

(D
The formula for the Cg component is shown below.
R
-0.114]| G (2)
B
According to ITU — R BT. 601 — 6 standard, the Cg

Cg=128 +[ -0.299 0.413

component is normalized, as shown in formula (3).
R

-0.138]| G (3)
B

Cg=128+[ -0.362 0.5

=g .
ay (b) Gray-scale image

conversion speed. In this paper, a number of maize
pictures were collected under different environment, as
shown in Fig. 1a and Fig. 2a. 2Cg — Cr — Cb factor is
used to convert color images to gray images, as shown
in Fig. 1b and Fig.2b. Furthermore, the histograms of
gray-scale images are calculated, as shown in Fig. l¢
and Fig. 2c. As can be seen from the results, the gray
images of maize are clear and complete and there is a
significant contrast between crop and soil. The

histograms show obvious peaks and valleys, which are

suitable for image segmentation.

"
(c¢) Gray-level histogram

Fig. 1 Results of corn image conversion in sunny day

(b) Gray-scale image

(c) Gray-level histogram

Fig.2 Results of image conversion in cloudy day

2 Image segmentation and weeds filtering

Image segmentation plays a crucial rolein crop lines
recognition, which separates the crop information from
soil background. K-means clustering is a kind of
unsupervised image segmentation method, which has
the advantages of simple calculation, fast processing,
and high efficiency in the processing of large data.
Compared with threshold segmentation method, the
K-means clustering algorithm has a better effect, even
if there is no significant gray level difference between
the crop and the background or the gray scale of each

2120 K-means clustering

object has a large overlap
algorithm takes sample distance as the similarity

evaluation index and defines that the class is composed

of samples, which are close to each other. The best
clustering is obtained through the iteration, when the
objective function is minimized. In this paper, the
similarity evaluation function and objective function for
clustering algorithm are defined as formula (4) and

formula (5).

d(xi’xj = lkz,l (2 _xjk)z (4)

n

E=Y Y Ip-ml* (5)

IS pex,
Where x; and x; are two points in d-dimensional;
d(x;,x;) is euclidean distance between x; and x;; X, is
the i-th clustering subset; m, is mean of clustering X, ;
p is a sample of  clustering X,; n is number of

clustering; E is sum of squares of the difference
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between all objects and the corresponding cluster
centers in the data space.

The selection of initial cluster center has an
important influence on the convergence rate of
clustering algorithm, when the number of clusters is
determined. In general, the initial clustering centers
are randomly selected in conventional K-means
clustering algorithm and the minimum time consuming
of image segmentation is uncertain. In order to
decrease the time consumption of image segmentation,
an improved clustering algorithm is proposed in this
paper. Firstly, peaks and troughs of gray histogram are
detected. Secondly, data corresponding to the peaks and
troughs are selected as the initial cluster center. The
convergence speed of the clustering algorithm is improved
by establishing the optimal initial clustering center. Due
to the image noise, some of the random interference
points in the histogram may be regard as peaks and
troughs. For removing the random interference points,

Gauss filter algorithm is used to smooth the histogram.

i

(a}lmage segmentation based on
conventional K-means algorithm

(b) Image segmentation base
improved K-means algorithm

The conventional clustering algorithm and the
improved clustering algorithm are adopted for image
segmentation, when the number of clustering is 2. The
running environment of algorithm is VS2010 and
segmentation images are shown as Fig. 3a and Fig. 3b.
It can be seen from the results that the image
segmentation effect of the two algorithms are similar. In
the aspect of time consumption, the convention
algorithm is 25.7 ms and the improved algorithm is
14. 1 ms.

algorithm, the improved algorithm has a better real

Compared  with  traditional  clustering
time performance. In addition, there are some weeds
in the image segmentation, which will affect the crop
lines detection. Therefore, the morphological filtering
algorithm is used to filter weed noise. In this paper,
the 2 x2 square elements are used for dilation and the
disk elements with radius of 4 for erosion. The

morphological filtering effect is shown as Fig. 3¢c. It

can be seen that weed is basically eliminated and crop

information is preserved.

d on (¢) Binary image after weeds filtering

Fig.3 Image segmentation and weed filtering

3  Crop rows identification and guidance
line detection based on PSO

3.1 The principle of PSO algorithm

Particle optimization algorithm (PSO) is a kind of
heuristic algorithm based on swarm intelligence, which
emphasizes cooperation among individual particles to
search the optimum location. The basic principle of
particle swarm optimization algorithm is as follows'>’.

Assuming the particles search in an n-dimensional
space, a particle can be defined as x;, = (x; ,x,, ",
%;,) , which is considered as a candidate solution to the
problem. The velocity of a particle is defined as v, =
(v ,v5, -+, v, ) and the formula of particle swarm
optimization algorithm is as follows.

de(k+1) =wvid(k) +Clrandl(Pidbexx<k) _xid<k)) +
CZI.andZ(Pg(lbexl(k> _xid(k>> (6>

2y (k+1) =x,(k) +v,(k+1) (7)
Where P, (k) is individual best position of a

particle; P_, (k) is globally best position of particle

adbest
swarm; ¢, and ¢, are acceleration factors; w is inertia
factor; k is number of iterations; rand; and rand, are
random number between 0 and 1.
3.2 Crop rows recognition and guidance line
identification

Particle swarm optimization algorithm was used to
detect lane in literatures [ 16 — 17 ]. For the line
feature of crop rows is similar to that of lane, the
particle swarm optimization algorithm can also be used
for crop lines detection. In order to recognize the crop
lines quickly and accurately, a linear equation
constraint model is established according to the feature

of crop rows in the image. The parameters of crop lines

are calculated by PSO algorithm on the base of linear
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model. The

constraint model of crop row is defined as follows.

equation  constraint linear equation

(1) Due to mechanized planting, the crop rows are
parallel to each other and the distance between the crop
rows seem to be greater at the bottom of the image than
at the top because of camera perspective.

(2) Crop lines start from the bottom and end at the
top of the image. The linear equation of a crop row can
be determined by 2 pixels, which are on the bottom
and top edges of the image.

(3) Taking image center line as boundary, the image
is divided into two parts and a rectangular coordinate
based on the lower left corner of the image is
established. The slope of a crop line is positive when
crop row is on the left of image center line, and vice
versa. If the crop row is in the center of the image, it
is coincident with the center line.

According to the above constraints, particle swarm
optimization algorithm is used to detect crop lines,
when the image height and width are determined. The
specific steps of crop lines detection algorithm are as
follows.

(1) It is assumed that in an image with Height X
Widih pixels, the starting point of a crop line is (x,,
0) and the end point is (x, ,Height).

(2) Vertical projection method is adopted to detect
crop number N and location information ( P,;, and
P..). P, is the left edge position of the n-th (n =1,
2,---,N) crop row and P ; is the right edge position.
If N=1, at least one crop row is included in the image
and step (3) is performed. Otherwise the program
ends.

(3) Initialize crop rows counter num = 1, position
storage array Pos[ N][2] and distance threshold d.
Pos[n][0] and Pos[n][1] are used to store P,, and
P, which are the location of the n-th crop row.

(4) Initialize the particle number m, accelerating
factors ¢, and c¢,, inertia factor w, the maximum
iterations [ and termination threshold ¢. The fitness
function f = T is established and T represents the
number of target pixels within a certain range (d
range) of candidate crop line.

Width
2

left of image center line, then x, € [ Pos[ num][0],

Pos[ num][1]], x, € [ Pos[ num][0],Width/2]. If

(5)If Pos[num ][ 1] <

, a crop row is on the

Width

Pos[ num][0] = , a crop row is on the right of

image center line, then x, € [ Pos [num ] [ 0],
Pos[num][1]], x, € [ Width/2 ,Pos[ num][1]]. If

Width
2

coincident with image central line, then x,, x, €
[ Pos[ num][0],Pos[ num][1]].
(6) The starting point x, and end point x, of the line

Pos[ num][0] <

< Pos[num][1], the crop row

is selected to constitute a particle (x,,x,), which is
regarded as a candidate crop line. Initialize particle
swarm optimization.

(7 ) The personal best position and global best
position of particle swarm are obtained by calculating
the fitness of each particle. The velocity and position of
particles are updated according to formulas (6) and
(7).

(8)If PSO algorithm reaches the maximum number
of iterations or meet the requirement of termination
threshold, the parameters of a crop line (x,,x,) is
determined and the equation of crop line can be
calculated. Otherwise return step (7).

(9)num =num + 1. if num<N, return step (5).
Otherwise perform step (10).

(10) The navigation line equation is obtained by
using the nearest two crop lines of the image center
line.

The combination of linear model and particle swarm
optimization algorithm for navigation line identification
has two obvious advantages. Firstly, the linear model
of crop rows has little relationship with the crop species
and growth stages, so that the crop lines recognition
algorithm can be adapted to different environments.
Secondly, particle swarm optimization algorithm has
the advantages of high precision and fast convergence,
which can effectively improve the accuracy and real-

time performance of navigation line detection.
4 Experimental results and discussion

In this paper, the experiments included static and
dynamic experiment. Static experiment was performed
in laboratory by using a computer for image processing
and analysis. Dynamic experiment was carried out on
experimental platform for navigation path tracking.

The computer used in static experiment was Lenovo

Y460 with Intel Core (TM) i3 2.4 GHz processor,
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2 GB of memory and a Windows 7 system . The image
processing program was realized by C/C + +
language , which runs on the platform of VS2010. The
experimental platform of agricultural implement is
shown in Fig. 4. The hardware used in the guidance
system mainly consisted of a color video camera, an
industrial computer, a lateral displacement controller
(PLC), a GPS receiver, a hydraulic system, and an
weeding implement. The camera used for machine
vision was an OKAC1310 color video camera with bmp
format picture output and resolution of 640 x480. The
industrial computer was a PPC —5152 — D525 industrial
panel PC with Intel Atom D525 2.8 GHz processor,
2GB of memory, and a Windows XP system.
Navigation program was developed by C/C + +
language , whose run environment was VS2010. A GPS
system is installed on the experimental platform. Tt is
used to record the location information of navigation

system.

Flg | Expeimental pltform
4.1 Adaptability of 2Cg — Cr — Cb to illumination
changes

To verify the influence of illumination changes on
image segmentation, crop images under different
environment were converted into YCrCb, HIS and RGB
color space. The 2Cg — Cr — Cb factor, H component
and 2G — R — B factor were used for images gray-scale
processing. OTSU threshold method was applied to
image segmentation. The crop images in a sunny day
(‘about 80 000 Ix illumination intensity) and cloudy day
(‘about 6 500 Ix illumination intensity ) were acquired,

as shown in Fig. 5.

N I_ ] ¥
(b) Cloudy weather

Fig.5 Corn images under different weather conditions

Fig. 6 shows the corn binary images based on 2Cg —

Cr — Cb gray image under sunny and cloudy conditions.
It can be seen that illumination changes have little
effect on image segmentation. The segmentation results
based on 2Cg — Cr — Cb gray image are complete and
clear under various weather conditions. Fig. 7 shows the
corn binary images based on H component under sunny
and cloudy weather conditions. As can be seen, crop
information is clearly and completely separated from
soil background in sunny days. However, there is a lot
of noise in binary image under cloudy condition. The
image mnoise is caused by nonlinear transformation
between RGB and HIS color space. Fig. 8 shows the
corn binary images based on 2G — R — B gray image in
sunny and cloudy days. The segmentation result is
good in cloudy day, whereas the crop information was
incomplete on a sunny day. This is because the R, B,
G components are coupled to each other and sensitive

to the changes of illumination.

(b) Cloudy weather

(a) Sunny weather
Fig. 6 Image segmentation effects based on 2Cg — Cr — Cb

gray image

“ lﬁx :

(b) Cloudy weather

Fig.7 Image segmentation effects based on H component

{a) Sunny weather : (b) Cloudy weather

Fig.8 Image segmentation effects based on 2G— R — B
gray image

According to the above experiments, we can make a
preliminary evaluation of the performance of the
3 image preprocessing methods. In order to verify the
universal validity of 2Cg — Cr — Cb factor under
different light intensities, 60 crop images were
acquired in three illumination range (20 images were
A method
proposed by George was adopted to evaluate the quality

collected in each illumination range ).
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(2] " The evaluation criterion of

of image segmentation
image segmentation is relative segmentation error rate,

which is defined as follows.

mff‘(j,m N 1°(j,k)

rate of I' to I”; i and j are the row and column number
of a pixel; m and n are the width and height of image.

It can be seen from formula (8), in 2 segmentation
algorithms, the larger relative segmentation error rate
between the relative

is, the greater deviation

o~
L T (8)
2 (k) segmentation pixels and the common pixel set is. Fig. 9
b
Jik=1 shows the curves of relative segmentation error rate in
A B . .
Where I” and I” are the segmentation images based on 60 images.
A and B algorithms; Efez is relative segmentation error
! 0 — YCrCh_RG :
210 — YCrCh RGB ul YCrCb_RGB 2l")
g - T RGB_YCICb 2
£o08 RGB_YCrCb £ 08 - YCICh H £ 08
2 ol El - -H_YCICh % R
';‘:j 06 - ~H YCrCh E 06 i E 06 i ¥
E’ 5 P & Bl : E — YCiCb_RGB
204 204" g04r e RGB_YCrCb
Bl z £ A == YCrCh_H
B 027 020, o I ’ =2 020 s \o-H YOO /-
[ ) [ o T . [ Bt W et I
& == : B et ERRP NN, o
1357 91113151719 1 357 921 13151719 1 3579 1113151719
Image number Image number Image number
(a) Light intensity of 2000~80001x (b) Light intensity of 10000~40000Lx (c) Light intensity of 50000~900001x

Fig.9 Relative error curves of image segmentation under different illumination conditions

In Fig. 9 the meaning of curve YCrCh_RGB is the
relative segmentation error rate of 2Cg — Cr — Cb factor
to 2G — R — B factor. The curve YCrCb_H stands for
the relative segmentation error rate of 2Cg — Cr — Cb
The curve RGB_YCrCb
represents the relative segmentation error rate of 2G —

R —B factor to 2Cg — Cr — Cb factor. The meaning of

factor to H component.

curve H_YCrCb is the relative segmentation error rate
of H component to 2Cg — Cr — Cb factor. As can be
seen from Fig. 9, the curve RGB_YCrCb is larger than
YCrCh_RGB under different illumination conditions.
The difference between the two curves increases with
the increase of light intensity. This is due to the higher
intensity of light, the more lack of crop information in
the segmentation image based on 2G — R — B factor
(Fig.8a). The curve H_YCrCb is less than YCrCh_H
under different light conditions. For the background
noises are regard as target pixels (Fig. 7b), and the
target pixels in the segmentation image based on H
component is more than that based on 2Cg — Cr — Cb
factor. The relative error rate of 2Cg — Cr — Cb factor to
H component is less than that of the H component to
2Cg — Cr — Cb factor, when the common set of pixels is
determined.

Experimental results show that 2Cg — Cr — Cb factor
could improve the adaptability of image processing to
Compared with 2G — R — B
factor'>~®" and H component'” *' | the 2Cg — Cr — Cb

factor is more suitable for image preprocessing. The

illumination variation.

segmentation images based on 2Cg — Cr — Cb factor
could preserve more crop information and do not
introduce any background noise under different
illumination conditions.
4.2 Performance test of guidance line detection
algorithm

In order to verify the accuracy, real-time and

of different

algorithms, 60 crop images under three growth stages

adaptively guidance line detection
were acquired (20 images were collected at each
growth stage ). The Hough transform, least square
method and crop lines recognition algorithm based on
particle swarm optimization were used to detect
guidance line. According to the numbers of images that
guidance lines were accurately identified and the time
consumption under different crop growth stages, the
performance of the three algorithms was compared.
Crop images with 640 x 480 pixels were used for
guidance line detection. The Hough transform and least
standard algorithms without

square method were

optimization. The guidance line detection steps of
Hough transform and least square method included gray
scale transform, image segmentation, feature points
detection, feature points classification, crop lines
recognition and navigation line identification. The

guidance line detection steps of the algorithm proposed

in this paper included gray transform, image
segmentation, crop location detection, crop lines
detection and navigation path recognition. In the
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standard Hough transform algorithm, 6 € [ — 90°, which could be adjusted according to the type of crop
90°], p = [ - 800, 800 |]. In particle swarm or different growth stages. Number of images that
optimization algorithm w =0.5, ¢, =¢, =1, d =5, and navigation lines were identified by the three algorithms
particles number was initiated to 50. The termination and time consumption under different growth stages are

condition of PSO was defined as [ =100 or ¢ >4 000, shown in Tab. 1.

Tab.1 Number of images that navigation path were extracted and time consumption under different growth phases

The height range of crop/cm

Guidance line detection algorithm Time of image processing/ms
10 ~ 15 20 ~25 30 ~35
Hough transform 20 18 16 196.2
Least square method 20 17 14 119.6
Algorithm of this paper 20 20 19 88.4
As can be seen from Tab. 1, the accuracy of Hough The green dotted line in image is the guidance line and
algorithm and least square method is less than the red lines are the crop lines, which are the nearest crop
algorithm proposed in this paper. This is because the rows from the center of image. Tab. 2 illustrates the
weed noise and the scattered growth of maize leaves are parameters of the crop lines and guidance lines.
detected as feature points of crop. The existence of As can be seen from Fig. 10, all of the three
inaccurate feature points leads to the deviation of crop algorithms could detect the guidance line. Compared

row detection. The algorithm proposed in this paper with the algorithm of this paper, the accuracy of Hough

directly identity crop rows in binary image without transforms and least square method in crop lines
feature point detection. Therefore, the algorithm is less detection is low. It is due to the spread of maize leaves
affected by weed noise and maize leaves. One image and weed noise. In Tab.?2,parameter k is the slope and
detection failure of the algorithm is due to high weed b is the intercept. The guidance line parameters
density, which leads to crop rows position detection detected by Hough transform are £ = —5.40 and b =

failure. In the aspect of real time, the time 2484.60. The guidance line slope of least square
consumption of the algorithm proposed in this paper is method is —18. 26 and the intercept is 2 697. 87. The
less than Hough transform and least square method. guidance line slope of the algorithm proposed in this

This is due to the existence of the feature point paper is —28.22 and the intercept is 11 347.36. The

detection, and the time consumption of Hough guidance lines parameters of the three algorithms are
transforms and least square method increase. The time different. It can be seen that the algorithm of this
consumption of feature point detection is about 40ms in paper has strong anti-interference of weed noise, yet

an image with 640 x 480 pixels. The algorithm the Hough transform and least square method are

proposed in this paper does not include feature point susceptible to noise interference. The experimental
detection and the overall time consumption is less than results demonstrated that the crop lines detection
Hough transform and least square method. Fig. 10 algorithm based on PSO had better accuracy, real time
shows the guidance line detection results of different and adaptability than Hough transforms and least
algorithms, when the height of crop is about 20 ~25 cm. square method.

= e Ry wﬁ? ; 3

e‘\x’é\.

(b) Least s«qare method

(a) Hough transforms

Fig. 10 Guidance line detection results of different algorithms
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Tab.2 Results of liner parameter comparison
Guidance line Parameters of left crop row Parameters of right crop row Parameters of guidance line
detection algorithms k b k b I b
Hough transform -8.17 2745.47 -4.03 2354.96 -5.40 2 484.60
Least square method 25.19 -6312.70 -6.62 3743.09 -18.26 2697.87
Algorithm of this paper 6.60 —-1547.50 -4.52 2582.03 -28.22 11347.36

4.3 Performance comparison of different crop
lines recognition algorithms

In addition to standard Hough transform and least
square method, the literatures [ 14 — 16 ] also proposed
other methods for crop row and lane recognition. In
this paper, the different methods are compared with the
crop lines identification method based on particle
swarm algorithm.

(1) Real-timeof crop lines detection

Literature [ 14 ], a random method was used for crop
lines detection. The time consumption of the algorithm
is greatly related to the selection of random points. If
the random points are selected appropriately, the crop
lines could be identified quickly. Otherwise, you need
to continue to select the random points. Moreover, the
method did not limit the maximum number of random
point selection, which leaded to the maximum time
consumption of the algorithm uncertain. In this paper,
the proposed algorithm establishes termination
condition, which is the maximum number of iterations,
to limit the time consumption in a certain range. In
addition, the method of literature [ 14 ] is essentially a
kind of stochastic optimization, which does not include

The

algorithm of this paper is a kind of orientation search,

optimization strategy and search direction.
which follows a certain strategy to make the particles to
the best direction. If the number of random points
selection and iteration times of particle swarm algorithm
are the same, the probability of searching the most
optimal crop lines with the algorithm in this paper is
larger than that of the random algorithm. Therefore ,the
time consumption of the algorithm proposed in this
paper is less than the random algorithm.

Literature [ 16 ] adopt particle swarm algorithm to
extract lane. All the pixels in the image were
calculated by posterior probability function. In an
image with M x N pixels, calculation the fitness of a

In the

image

particle needs to traverse M x N pixels.

algorithm of this paper, for the same

calculation the fitness of a particle needs to traverse
M x2d pixels. d is distance threshold, which is less
than N. Under the condition of the same particles
number and iterations, the real-time of the algorithm
proposed in this paper is higher than the method of
literature [ 16 ].

(2) Accuracy of crop lines detection

The algorithm of literature [ 15 ] took the prior
knowledge of crop row-structure to define feature points
detection threshold. Under the condition that the
threshold remains constant, the accuracy of crop lines
identification may change, when the method is used to
recognize different crop rows. In this paper, the
proposed algorithm recognizes the crop lines on the
base of the linear model of crop rows. The accuracy of
the algorithm is not affected by crop species.

In addition, the algorithms of literatures [ 14 — 15 ]
need to extract crop feature points before detecting crop
lines. The weed noise and dispersed growth leaves may
be detected as crop feature points, which decrease
the accuracy of line detection. In this paper, the
algorithm does not include feature detection step and
directly recognize crop lines on the basis of binary
image. The accuracy and anti-interference ability of
the algorithm are higher than methods proposed in
literatures [ 14 —15].
4.4 Adaptability of

algorithm

crop lines recognition

The algorithm proposed in this paper was adapted to
detect different crop rows, such as soybean, wheat and
cabbage. Each kind of crop was captured 30 images.
Compared with maize, crops with leal growth
concentration are more easily identified. The algorithm
can accurately identify different crops lines. Fig. 11
of different

Experimental results show that the crop lines detection

shows the detection results crop.
algorithm bhased on particle swarm algorithm can
correctly identify different crops lines, which has a

strong adaptability.
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(a) S
Fig. 11

4.5 Experiment on navigation tracking
To test the dynamic performance of the guidance
system, experiments were carried out at a corn field.
The length of experimental field was approximately
20 m and crops were sown in rows with 0. 6 m inter-row
spacing. The height of corn was about 20 c¢m and
guidance system run at the speed of 0. 6 m/s, 1.0 m/s
A GPS mounted on

implement was used to record the location information

and 1.4 m/s respectively.

of agricultural implement. The GPS worked at 2 Hz. In
order to improve the reliability of the experimental
data, 5 repeat tests were performed at each velocity.
The max lateral deviation is used as the performance
evaluation index of the navigation system. The max
lateral deviation that is the maximum and the max
lateral deviation that is the minimum are selected to
form a group, when the navigation speed is the same.

Fig. 12 shows the path tracking results at three different

. (c) Cabbage

Detection results of different crop

speeds. Fig. 12a and Fig. 12d, Fig. 12b and Fig. 12e,
Fig. 12¢ and Fig. 12f respectively constitute a group at
the same speed.

The maximum lateral deviations are 5.7 c¢m and
5.4 cm, and average lateral deviations are 2. 2 cm and
2. 18 cm at the speed of 0. 6 m/s. The maximum lateral
deviations are 7.5 ¢m and 6. 8 cm, and average lateral
deviations are 3.3 c¢cm and 2.4 cm at the speed of
1.0 m/s. The maximum lateral deviations are 9. 6 cm
and 8.7 cm, and average lateral deviations are 3. 7 cm
and 3. 3 cm at the speed of 1. 4 m/s. The experimental
platform can effectively remove the inter row weeds and
does not damage the crops, when the maximum lateral
deviation is less than 15 ecm. Therefore, the crop lines
detection algorithm of this paper could meet the
of

navigation and has a good dynamic performance.

precision requirements agricultural machinery

6 8 10
8
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82 B 4 £ 3
E 0 2 2 g 2
0 0
i 50 § 0
£ £ g
- —6 - _g ._1:2
-8 -8 -
0 5 10 15 20 0 5 10 15 20 105 5 10 15 20
Path length/m Path length/m Path length/m
s (a) 0.6m/s 6 {b) 1.0m/s &= (c) 1.4m/s
4 8
§ 4 § § 6
g2 52 R
E 0 g0 E %
£, %-2 é—z
T4 E-4 E-4
E-ﬁ a-6 25
-8 -8 -10
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
Path length/m Fath length/m Path length/m
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Fig. 12 Experimental results of guidance line tracking in different speed

5 Conclusion

(1) The Cg component that is independent of
illumination was constructed on the base of YCrCb

color mode. A 2Cg — Cr — Cb factor was selected to

preprocess the image, which improved the adaptability
of the image processing to illumination changes. The

the
segmentation based on 2Cg — Cr — Cb gray image could

experimental  results  showed that image

effectively identify the crop from the soil background
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The

segmentation result was less affected by the change of

under  different  illumination  conditions.

illumination.
(2) An improved K-means clustering algorithm was

proposed in this In the precondition of

paper.
guaranteeing image segmentation quality, the real time
performance of image segmentation algorithm was
improved.

(3) According to the features of crop rows in the
image, linear equation constraints of crop rows were
established. A crop lines detection algorithm based on
particle swarm optimization (PSO) was first proposed.
Compared with conventional method, the crop lines
recognition algorithm based on PSO could quickly and

accurately detect the navigation line. The proposed

algorithms not only had high adaptability to different
crops, but also meet the requirements of agricultural

machinery navigation.
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Guidance Line Recognition of Agricultural Machinery Based on
Particle Swarm Optimization under Natural Illumination

Meng Qingkuan'?>  Zhang Man’®  Yang Genghuang'®  Qiu Ruicheng’ Xiang Ming’
(1. College of Automation and Electrical Engineering, Tianjin University of Technology and Education, Tianjin 300222, China
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Abstract: In farmland with complex environment, guidance line recognition of agricultural machinery
based on machine vision is subjected to illumination variation, weed noise, etc. In addition, the
conventional path detection algorithms have the drawbacks of low processing speed and poor anti-
interference. The visual navigation path detection under natural environment was conducted. Firstly, to
reduce the influence of illumination changes on the quality of image segmentation, Cg component was
constructed on the base of YCrCb color mode and the 2Cg — Cr — Cb factor was selected to preprocess the
image. Secondly, the clustering segmentation of the image was performed based on improved K-means
algorithm to achieve the respective clusters of soil and green crop information. Then, the weed
interference information in the binary image was eliminated by morphological filtering algorithm so as to
obtain the complete and clear crop information. Finally, according to the characteristics of the crop rows
in the image, linear equation constraints of crop rows were established. An algorithm of crop lines

detection based on particle swarm optimization (PSO) was designed. Experiment results showed that the
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image segmentation based on 2Cg — Cr — Cb gray image can effectively identify crop from soil background

under different illumination conditions. The segmentation images were less affected by change of

illumination and no background noise was contained. The guidance line recognition method based on PSO

can quickly and accurately detect the navigation line. Furthermore, it had good fitness for different crops

and nice adaptability for different crop growth stages in the farmland. Compared with conventional

guidance line recognition algorithms, the designed algorithm had the advantages of high speed and good

robustness.

Key words: agricultural machinery; machine vision; guidance line recognition; color mode; particle

swarm optimization algorithm
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